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ABSTRACT

The comservation equations that describe the mass, momemtum, and
energy transfer in the shock layer around an ablating blunt body were
developed and placed into numerical solution form. Effects of line
and continuum radiation along with finite rate chemistry were con-
sidered. Sixteen chemical reactions with 19 chemical species were
included in the analysis, and 12 of these species were employed in

the radiative flux divergence calculation. The shock layer was

ey coupled to a phenolic-nylon charring ablator through a surface energy
| balance,

The resulting conservation equations were a set of parabolic
integro-partial differential equations which were quasilinearized and
solved using the Crank-Nicolson implicit numerical technique. The
partial differential equations required two sets of boundary condi-

tions and one set of initial conditions. The boundary conditions

were specified at the shock u,ing the Rankine~Hugoniot relations and
conditions at the ablator were determined by employing the nonequi-
librium Hertz-Knudsen equation for sublimation and surface energy
balance. The stagnation line equations are a set of ordinary integro- |
differential equations which supply the initial conditions for the ‘
i | analysis. The same boundary conditions were employed at the stagna- i
Ty
ik tion line as for the shock layer solution.

Results are presented for coupled solutions at six key points

along a reentry trajectory for the gstagnation line. Four of these six

xii
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solutions were continued around-the-body. A study was also performed
to determine the uncertainty in radiative heating due to the

uncertainty in chemical kinetic data.

On the basis of this research, it was concluded that the numerical

solution of the quasilinearized comservation equations yielded stable
and accurate solutions to the nonequilibrium, radiating shock layer
surrounding a blunt reentry body. These nonequilibrium solutions,
when compared to equilibrium solutions at comparable conditions
yielded consistently lower wall radiative heating rates. The dif-
ference was most pronounced at low heating rates (e.g. 121 BTU/sq.
ft-sec for nonequilibrium) where the equilibrium results were 190%
higher. At higher heating rates (~2000 BTU/sq. ft-sec) the equi-
librium results were found to be generally less than 20% higher than
nonequilibrium. The species profiles for low heating rates differed
significantly especially in the air layer from the nonequilibrium
and equilibrium analyses whereas the species profiles for the high
heating rate cases were very similar.

For the around-the-body analyses, it was observed that one
nondimensional blowing profile along the ablator surface was suf-
ficient for all four cases to adequately couple the shock layer with
the ablator response. The coupling between ablator and shock layer
was found to differ by only 16% for the worst case.

The choice of species boundary conditions at the ablator wall
does not greatly affect the shock layer solution. The surface
heating rate was found to differ by only 4% for the case of a

nonequilibrium wall versus an equilibrium wail, However, the

x{14
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choice of species boundary conditions at the shock does appear to
affect the solution. The species composition at the shock were as-
sumed to be equilibrium, In light of the results of this investi-
gation, the assumption of equilibrium appears to be inaccurate
(especially at low heating rates) and further study is recommended
in this area.

One of the major problems encountered in this study was the
£ tremendous amount of computer time necessary., Over 100 hours of

| computer time on an IBM 360/65 computer was required. The speci-

fication of a correct shock standoff distance did not alter the :
heating rate analysis, but the amount of computer time was found to %
decrease significantly when the converged shock standoff distance

was used. It is felt that more study is needed in the area of shock

standoff calculations.

TN
i,

xiv




—

CHAPTER I

INTRODUCTION AND BACKGROUND

Introduction
Aerodynamic heating is one of the most severe problems
encountered by a reentry vehicle when returning from interplanetary

missions. A reentry.vehicle with a blunt body configuration and

having a charring ablative heat shield has been found to be the most

effective design for combatting this problem. This chapter discusses
the zdvantages of the blunt body configuration over other alterna-
tives and presents a detailed description of the processes which
occur in a charring ablator and its surrounding flow field environ-
ment. The description includes a comprehensive overview of the

intricate heat and mass transport mechanisms involved in the ablative

o’ heat shield and the shock heated air layer flowing over the reentry
capsule.
) The Problem of Atmospheric Entry »

A reentry vehicle encounters extreme heating during hyperbolic
atmospheric entry when utilizing aerodynamic braking. This heating
is a result of applying the frictional resistance of the atmosphere

. to decrease the speed of the vehicle. Since kinetic energy

‘fh;(“ (KE =~ MV2/2) 1s a function of the square of the velocity, it is
necessary to know the ranges of relevant velocities for manned mis-
sions., In Figure 1.1 these ranges for flights to the planets and

and the ranges encountered by Apollo are given. Notice that Apollo

H
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has the lowest return velocity range. This kinetic energy upon
renetry is transformed into thermal energy and a bow shock wave is
formed. Passing through the shock wave, the air is heated as it
flows over the heat shield of the reentry vehicle. The air layer
then transfers a portion of this heat to the surface of the space
capsule primarily by convection and radiation. The relative impor-
tance of convective and radiative heating can be seen in Figure 1.2,
Note that radiation heat transfer becomes increasingly important as
the reentry velocity increases. Thus, it is extremely important to
have a reasonable description of the radiative transport mechanisms
for return from planetary missions where the velocities are much
higher than Apollo. In Figure 1.3, the region where radiative heat
transter is significant is shown.

The alternative to aercdynamic braking would be to slow down
the vchicle by using reverse thrust. Since the return velocity is
of the same magnitude as the launch velocity, the reverse thrust
method requires the same amount of fuel for reentry, therefore
doubling the fuel requirement and adding unnecessary weight, 1In
terms of weight efficiency for entry deceleration, an ablation pro-
tection system requires 10 to 50 times less entry vehicle weight
than would be required by the reverse thrust method (Ref., 1.7).
Excessive weight on a return capsule is quite prohibitive since it
has been estimated that each kilogram carried throughout a manned
planetary mission can represent between 300 and 1000 kg on the
launch pad (Ref. 1.1). On this basis, excess weight cannot be
tolerated especially in the return phase of the mission and reverse

tnrust becomes unsuitable.
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First it was thought that a slender body would be the logical
design. The slender body does have the smallest aerodynamic drag.
However, this shape produces a weak, attached shock wave and a
large percentage of the heat generated on reentry is absorbed by
the body. Slender body configurations are best suited for ballistic
missiles and supersonic flow applications where low heating loads
are experienced for short durations (Ref, 1.8).

The blunt or high drag configuration is more applicable to
reentry of space vehicles since these have a much larger fraction
of the total energy transfer to the atmosphere. An extremely strong,
detached shock wave is formed around the blunted vehicle causing a
major portion of the energy to be absorbed by the air flowing between
the shock wave and the vehicle surface. This energy is then carried
away in the wake behind the craft, The shock heated layer surround-
ing the vehicle becomes progressively hotter during the course of
reentry causing dissociation and ionization of the air. Heat is
transferred by convection and radiation to the capsule surface
from the shock layer. The amount of heat transferred to the space
craft is enough to cause surface temperatures of the order of
3600°K. This high temperature occurs despite the fact that most of
the heat has been diverted away from the craft by using the blunt
body configuration. The space capsule cannot survive these tempera-
tures unless an efficient thermal protection system is used. The
answer to heat shielding of reentry vehicles was the charring ablator

which is discussed subsequently.
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The Charring Ablator

To dissipate the tremendous amount of heat that is generated
at reentry, several methods were suggested (Ref. 1.9, 1,10, 1.11).
These are (1) Heat Sink, (2) Radiation Cooling, (3) Transpiration
Cooling, (4) Convection Cooling, (5) Film Cooling, and (6) Ablative
Cooling. The most important of these is ablative cooling since it
combines the advantages of all of the other methods. The combina-
tion of wide range of application with high reliability made the
system extremely successful.

The charring ablator is a special type of ablator with qualities
which make it a superb heat shielding material. The charring abla-
tor utilized several mechanisms to reduce the hest transferred to
the interior of the space craft. This type of ablator is normally
made up of a composite virgin plastic such as phenclic resin and
carbon or phenolic resin and nylon. As shown in Figure 1.4, the
virgin material of these composites decomposes when subjected to
intense heating and forms a porous carbon matrix along with pyroly-
sis gases which flow through and react in this porous carbon matrix.
The carbon surface is removed by chemical reactions, sublimation and
is eroded away by the shearing force in the shock layer (spallaticn).
The pyrolysis gases flow through the char, reacting with themselves
and the char layer and finally are injected into the boundary layer
at the surface.

The ablative process is an intricate, complex, and yet orderly
transfer of heat and mass. The important mechanisms involved are
(a) heat conduction into the material and storage by its effective

heat capacity, (b) heat absorption by the heat capacity of the
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pyrolysis gases, (c) primarily endothermic reactions of the gases
(homogeneous and heterogeneous), (d) sublimation and surface reactions,
(e) surface reradiation, (f) blowing into the shock layer by the pyro-
lysis gases, and (g) blockage of shock layer radiation by ablation
specles. This flow of pyrolysis gases through the char layer gives

the charring ablator the added effect of tramspiration cooling.

The degradation of the primary pyrolysis gases when flowing
through the char into smaller molecules has two very important effects
(1) decomposition is endothermic, because heat is consumed in the
breaking of chemical bonds, and (2) the overall heat capacity of the
smaller molecules is larger than that of the original decomposition
products.,

It is essential for the ablator to have a low thermal conducti-
vity, a high thermal capacity, and a high heat of sublimation. The
superiority of the charring ablator over subliming and melting abla-
tors is largely due to its ability to reradiate substantial quanti-
ties of energy from the surface. The surface of the char possesses
a high-emissivity; and, at high temperatures, reradiation is one of
the most important energy absorbing mechanisms for charring ablators.
For most carbonaceous materials, a reasonable assumption is constant
emmisivity and constant absorptivity (absorption is important when
considering radiating shock layers). The values of emissivity and
absorptivity are not necessarily equal, though, due to the fact that
the radiation and reradiation normally involve different wave-length
ranges (Ref. 1,12),

One of the outstanding features of an ablator is that it not

only absorbs heat, but through the injection of gaseous ablation

e i v e a0 R R I e R ety .d‘




products, 1t also modifies the adjacent boundary layer and greatly
reduces the level of aerodynamic convective heating. These injected
gases have the additional property of being good radiation absorbers,
thus reducing the radiative heat transferred to the surface. More
] will be said about these two phenomena in the following section
when discussing the flow field interaction.
The relative importance of the various heat rejection mechanisme
is shown in Figure 1.5 for two entry velocities of 11 km/sec and
g 15 km/sec. Only the energy which reaches the ablator surface is
considered, therefore the reduction of convective and radiative

heating by gaseous injection is not included, At the higher velocity

of 15 km/sec, the heat rejection modes of reradiation, char sublima-
tion, and pyrolysis gas heat capacity and reactions become increas-

ingly significant.

Flow Field Interaction

The ablator must be described in its proper environment in
order to visualize the physical phenomena occuring. In the case of

a reentry vehicle with an ablative heat shield, this environment is

a shock heated shock layer shown schematically in Figure 1.6. At »

the outer edge of the shock layer, shock heated atmospheric gases

(*15,000°K) move primarily by convection toward the stagnation
point, where diffusive and viscous mechanisms become predominant.
The region in the immediate vicinity of the stagnation point is thus
referred to as the diffusion or viscous layer. The region between

the bow shock and the diffusion layer is called the air layer and

the ablation layer 18 located between the diffusion zone and the
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ablator., #4s in the air layer, convective effects also predomiaate
in the ablation layer,

Although simply depicted in Figure 1.6, the overall process
is extremely compiex and presents a significant challenge to an
accurate mathematical analysis. The major difficulties are des~
cribing the radiative heating, the chemical reactions, and the
interaction between the flow field and the ablator. In Figure 1.7
the modes of heat transfer in the shock layer are illustrated along
with the interactions with the ablator surface. The following dis-
cussion describes these heat transfer modes and the coupling that
exists between the flow field and the ablator.

In the air layer the predominant radiation effect is emission
which occurs in all directions. The radiant heat emitted away from
the body through the bcw shock, is absorbed by the ambient air and
is called precursor radiation. This effect increases the free
stream enthalpy, thus elevating the temperatures in the shock layer.
The radiative flux toward the body is partially absarbed in the
ablation layer, increasing the temperature of the ¢u.s:8 ip this
region. The radiant energy that is transmitted thr,ugh this layer
is then absorbed by the solid char surface where part is reradiated
back into the shock layer and the remaining is conducted through
the char to the decomposition zone. In the ablator the energy is
absorbed by primarily endothermic reactions in the char zone and
the decomposition of the polymer. The remaining fraction of energy
is finally conducted through the virgin material to the substructure.

Heat is also transported to the vehicle by convection and

conduction, but radiation is by far the most important mode of heat
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transfer. The foregoing discussior. has described the intimate
coupling of ablator and flow field. The necessity exists, therefore,
to accurately describe the major transport mechanisms in the shock

layer and ablator including their coupling effects.

Summary

The ablator and its interaction with the surrounding flow field
has been shown to be a very complicated process of mass and heat
transport. The ablator and its associated flow field have been
studied by many investigators who have made various assumptions about
chemistry, heat transfer, and momentum transfer. The state of the
art has reached & point where most of the analyses have assumed either
equilibrium chemistry or no radiation heat transfer. Very few have
actually coupled the response of the ablator to the flow field and
those that do have used equilibrium chemistry models.

This research was undertaken to develop an analysis which incor-
porates the effects of finite rate chemistry, coupling of the flow
field to a charring phenolic nylon ablator, and detailed line and
continuum radiation heat transfer. The analysis is formulated to
describe a reentering blunt vehicle typical of manned interplanetary
missions.

A comprehensive overview of the work that has been done in the
area of the shock heated flow field is given in the following chapter.,
The discussion will cover all of the recent pertinent work on non-

equilibrium and radiation blunt body flows.
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CHAPTER 11

A REVIEW OF RADIATING AND *
NONEQUILIBRIUM FLOW FIELDS

Introduction

In the past decade, numerous investigations of flow fields
surrounding blunt reentry vehicles have been performed to determine
the heating rates encountered by such vehicles. Various degrees

of detail have been incorporated into the modeling of the flow field

processes. The momentum, energy, and species equations have under-
gone assumptions pertaining to the viscous, conducting, radiating,
and chemical nature of the flow. Radiating solutions have developed
from the initial gray emission simplifications to continum models
and further to detailed line and continum models. Chemical models

of frozen, equilibrium, and nonequilibrium chemistry have emerged

with nonequilibrium being the realistic and most difficult analysis.
At each stage of development, more understanding was gained and 1
accordingly computation time increased. In this chapter the best P
currently available studies involving radiating and uonequilibrium

flow will be discussed -~ first the radiating analysis, then the

nonequilibrium analysis.

Radiating Solutions

Radiative energy transport becomes an exceedingly important
mode for heat transfer at high velocity entries and low altitudes.

Many investigators have attempted to define the important mechanisms

17 |
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involved in this radiative transport. A review is given below of
the significant investigations performed in contributing to the
current state-of-art prediction of radiative heat transfer. The
analyses are split into direct methods which calculate a shock shape
from a given body shape and inverse methods which use a specified
shock shape and determine the body shape.

Direct Methods: One of the first efforts by Lockheed Missiles

& Space Company to model the shock layer processes was by Wilson

and Hoshizaki (Ref. 2.1) who attempted the relatively simple problem
of inviscid and radiating flow using the optically thin approxima-
tion. The major effort by this group has been in assessing the
important mechanisms of radiative tramsport. This first effort used
an integral method to solve the conservagion equations and the
analysis applied away from the stagnation point. Later, Hoshizaki
and Wilson (Ref. 2.2) extended their work to include viscous effects.
This analysis was for a viscous, radiating but nonabsorbing gas in
the shock layer. Hoshizaki and Wilson studied the effect of radia-
tion cooling for a 30° hemisphere~cone and showed that the loss of
energy in the shock layer by radiation reduced both the radiative
and convective heat transfer. Solutions were presented for heating
around the body which showed that the reduction of heating rate
persists far from the stagnation line. The momentum and energy
equations were solved using an integral method in which the tangen;
tial velocity and enthalpy profiles were represented by fifth and
sixth-order polynomials respectively. Solutions were obtained for
air only which eliminated the need to sulve the species equations.

The numerical solution proceeded by first obtaining a solution at
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the stagnation point. The coefficients of the polynomials of tan-

gential velocity and enthalpy were determined by using the boundary
conditdons at the wall and shock and the assumption that the shock
was concentric. The solution proceeded downstream with an initial
estimate for shock shape. This was compared to the output shock
shape and a new estimate was then made. Iterations were performed
until convergence was attained for the shock shape.

The third effort by Hoshizaki and Wilson (Ref. 2.3) was a major
step forward in complexity by eliminating the assumption of an
optically thin shock layer and accounted for the spectral behavior
of the continum absorption and emission radiative processes. The
numerical method differed from the previous investigation by employ-
ing a combined finite difference-integral method. The solutions to
the momentum and species continuity equations were obtained in an
approximate manner by means of an integral method. The velocity
and concentration profiles resulting from the approximate solution
were then used to solve the energy equation by means of a modified
finite difference method (Ref. 2.4). This analysis included the
effects of injected ablation products which were assumed to have
thermodynamic and transport properties identical to those of air.
The injected gas was ass immed to be inert within the context that no
chemical reactions between ablation products and air were allowed.
Solutions were obtained at the stagnation line and around the body.
Iterations were made around the body as in Kef. 2.2 until the shock
shape had converged. The primary purpose of this investigation was
to determine the effect of self-absorption on the radiative and

convective heating., Numerical results obtained showed that self-
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absorption reduced the radiative heating by an order of magnitude
but had little effect on convective heating.
The complex chemical equilibrium which results from injection
of realistic ablation products into the shock layer was considered
by Hoshizaki and Lasher (Ref. 2.5). In this analysis the shock
layer chemical equilibrium composition was calculated using the
FEMP computer program (from Ref. 2.4) which minimizes free energy
given a specified temperature and pressure. According to Wilson
(Ref. 2.6), "the use of FEMP, along with an even more detailed
accounting of spectral radiative transport, raised a computational
cost barrier which has since prevented the application of the direct
finite difference analysis away from the stagnation point,"
Hoshizaki and Lasher (Ref. 2,5) state, therefore, that although
around the body analyses can, in principle, be performed, only stag-
nation point solutions were obtai-s4. The solution of the momentum
equation was obtained using the Karman-Pohlhausen integral method
and splitting the flow field in two parts - ablation layer and air
layer. The ablation layer was terminated when ablation injected
species comprised approximately 1% of the gas mixture. The velocity
at the air-ablation interface was matched to combine the two solutioms.
The analysis of Hoshizaki and Lasher included radiative emission
and absorption, radiation cooling, and coupling between convection
and radiation. Only continuum radiation was considered - lines for
atomic and ionic species were not considered. The infinite slab, one
dimensional approximation to the radiative flux was used which is
tantamount to saying that gradients of temperature and density in the

stream-wise direction are negligible. Wilson (Ref. 2.7) later studied
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the effects of the infinite slab prediction and found 1t to be quite
reasonable. Numerical results showed that absorption by ablation
products reduced the radiative surface flux by almost a factor of
two. This result was in contrast to an earlier paper by Howe and
Sheaffer (Ref. 2,8) who found that mass additions enhanced, rather
than reduced, the radiative flux to the surface. Hoshizaki and
Lasher claimed that this result was due to Howe and Sheaffer's gray
gas approximation., It was also shown that atomic carbon was the
principal absorber and that the ablation product molecules play a
minor role in determining the radiative flux.

Chin (Ref. 2.9) investigated radiation transport in the stagna-
tion region of an ablating body with an invisicid, nonconducting
flow model. The gas in the shock layer was assumed to be in thermo-
dynamic equilibrium and at quasi-steady state. The flow field was
assumed to have an interface between the ablation products and the
shock-layer air. The stagnation region air layer and ablation layer
were analyzed by meens of similarity transformations with a continu-
ity of pressure across the interface. The wall was assumed to be
at the equilibrium sublimation temperature corresponding to the sur-
face pressure., The ablator is coupled to the flow field by perform—

ing the following surface energy balance.

<
]

L
(qw - c'l“w)/prHv [2.1]

where: v velocity of injected gases into shock layer

heat flux toward surface from shock layer

4"

aT = energy reradiated by surface
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Py " density of injected gases

AHV = heat of ablation

A heating rate, q,» was assumed and then updated until the flow
field solution corresponded to the surface energy balance.

The radiation transport in the analysis attempted to introduce
the effect of lines on the radiative surface heat flux. Only nitro-
gen lines were included and the ablation layer was modeled with a
continuum approximation. Chin also made perturbation studies of
the radiative properties to examine radiative uncertainties. Chin's
results indicated that the ablation layer was very effective in
reducing wall heat flux (41%) and that self-absorption and energy-
loss effects reduced the sensitivity of the wall radiative flux to
environmental variables and to uncertainties in radiative properties.

In order to remove major deficiencies in the treatment of the
momentum equation due to the integral technique used in Refs. 2.5
and 2,10, Wilson (Ref. 2.11) solved the momentum equation in finite
difference form, This method permitted solutions to '"massive" blow-
ing problems and placed all three conservation equations in the same
solution form. The opacity data in the radiative transport model
was extended to include atomic line transitions of H and C species.
Thus, transport through the ablation product gases was mere complete
than in previous published studies. Finally, the inclusion ot
continuum and line opacity data for the He atoms permitted the solu-
tion to be applied to both Earth and Jovian entry (RATRAP from
Ref, 2,12).

In comparing his results with Chin (Ref. 2.9), Wilson found

that Chin's solution overpredicted the effectiveness of radiative
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blocking., This result was due to the omission of C and H lines by
Chin (only N lines were included in Ref. 2.9). Wilson showed that
Chin's inviscid solution compared closer to a continuum only calcu-
lation as shown in Figure 2,1, The result of this research demon-
strated that, unlike the situation with convective heating, massive
blowing was ineffective in achieving a major reduction in the sur-
face radiative flux. These conclusions held not only for earth
entry but particularly for Jovian entry when predominately carbon
species comprised the ablation product gases.

The end result of the work of Hoshizaki, Wilson and Lasher is
the "VISC Code" reported in Ref. 2.6. In this investigation, the
simplifying but nonessential gas dynamic approximations that
pu = constant and the construction of an inner inviscid layer were
removed. The results used a completely variable pu as well as a
technique for integrating the conservation equations toward both the
shock and wall from the interior shock layer point where the stream
function passes through zero. The radiative transport subroutine
was further extended to include wall emission/reflection terms. The
previously employed analytic method (Ref. 2.13) for obtaining the
flux divergence due to lines was dropped and replaced by a direct
numerical differencing of the line flux. The code was used to obtain
heating predictions for reentry into the earth's atmosphere and for
probe entry into the atmospheres of Jupiter and Venus.

Another group to study radiation transport in the shock layer
(stagnation line only) was that of Rigdon, Dirling, and Thomas of
McDonnell Douglas Corporation. Rigdon et al. (Ref. 2.14 and 2.15)

solved the viscous stagnation line equations using an initial value
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(marching) finite difference technique., The solution was started

at the stagnation point and proceeded in both directions (toward the
wall and toward the shock), and the initial slope (at the stagnation
point) was iterated on until the boundary conditions at both the wall
and shock were satisfied. This technique was used in order to avoid
the numerical problems associated with marching techniques that
start the solution at a wall with mass injection where the slope is
close to zero. Difficulties arose from trying to maintain numerical
pre.ieion when taking differences between numbers of the same size.
Rigdon, et al. (Ref. 2.15) used a binary diffusion coefficient
based on the C-N interaction and demonstrated that the choice of
binary diffusion coefficient was not critical in the prediction of
wall heating rates. The species equations were solved by assuming
that ablation species were diffusing into air species and the mix-
ture was in chemical equilibrium. In Ref. 2.15 the effect of injec-
tion of ablation species were considered. This was an extension of
previous work of Rigdon et al. (Ref. 2.14) where only air blowing
was studied. The effects of the thermodynamic and transport
properties of ablation products on the hvat flux at the wall was
investigated, and radiation preheating of ambient air (precursor
radiation) was zonsidered. For these solutions the radiative trans-
fer was computed using the detailed spectral radiative prop: ties of
both air and ablation products including atomic line transitions.
Comparison of the detailed solutions of Rigdon, et al. (Ref.
2.15) with other less exact methods, e.g., line grouping, showed a
necessity for retaining full spectral detail in the description of

the radiative properties. Furthermore, the thermodynemic properties
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of the ablation products must be peroperly described. Results
showed that precursor radiation increases the wall heat flux by less
a than 10% for entry velocities up to 55,000 feet per second and shock
layer pressures of approximately one atmosphere.

NASA's Langley Research Center has done some extensive investi-
gation of the radiating flow around blunt reentry bodies (Refs.
2,16 - 2.20). All of these investigations are restricted to the
chemical equilibrium flow.

The inviscid, radiating, nonadiabatic flow field equations

St were solved by Suttles (Ref. 2,19) using an approximate computa-

tional scheme in which a method of integral relations was applied.
The method was used for a one-strip approximation with an equilibrium-

air gas model. A frequency dependent, self-absorbing radiation model

B

R was employed which accounted for atomic~line radiation as well as
the important continuum radiation processes. This work was an
extension of the work of Garrett, et al. (Ref. 2,21) who used the
} integral relations approach to a nonradiating flow field., Mass in-

Jection at the surface was not included. Comparison were made to

the stagnation solutions of Olstad (Ref. 2.22) and Callis (Ref. 2,23). Y

) Suttles showed that the nonadiabatic solution resulted in signifi-

cantly reduced enthalpies and temperatures, increased densities, and

decreased shock standoff distance. Suttles concluded that although

the approximate method did not produce all details of the flow, it

did yield a good description of the flow field through quantities

such as shock standoff distance and flow properties at the body

surface.
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A combined chemical equilibrium chemistry flow field and ablation
study was performed by Smith et al. (Ref. 2,16) for a blunt body
reentering earth's atmosphere. Three interacting regions were dis-
tinguished: inviscid air layer, ablation boundary layer, and charring
carbon phaenolic heat shield. The outer air layer was analyzed as
: an inviscid region using a one strip integral method. The inner
ablation layer was analyzed using two techniques. For small ablation
rates a boundary layer solution was used; whereas for large ablation

rates (where the boundary layer solution was unstable) an integral
' method was used. No radiation coupling between air and ablation
layers was considered. The radiation model used was that of Wilson
and Hoshizaki (Ref. 2.10) which included various line and continuum
mechanisms for atoms, ions and molecules excluding line mechanisms
for C and H atoms, Heating rates for the stagnation region and
around the body along a trajectory were presented. Coupling of the
ablator to the flow field was accomplished in a similar manner to
Chin (Ref. 2.9) in which the mass loss rate was determined by a sur-
face energy balance. An equilibrium enthalpy of ablation was used
along with surface reradiation of energy (the surface was assumed to
be at the equilibrium sublimation temperature). Results were com-
pared to Chin and indicated & smaller blockage of radiation (22%
compared to 46%) due to the ablation layer. A similar result was
found when compared to Rigdon et al. (Ref, 2,15) who predicted 55%
F"!Jg blockage by the ablation layer. The conclusion was that the differemces
| occurred due to the differences in radiative transport models of the

three investigations.

|
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In a recent study by Sutton (Ref. 2,18), the fully coupled
radiating gas flow about an ablating planetary entry body was applied
to Venusian entries. The method of solution coupled an inviscid flow
solution and a boundary layer solution (laminar or turbulent) in
which the divergence of the radiative flux was included in the energy
equation for the solution of each gas layer. The treatment of radia-
tion included molecular band, continuum, and line transitions with
a detailed frequency dependence of the absorption coefficient. The
species equations were solved in elemental form with chemical equili~
brium being assumed. Results showed that the radiative flux toward
the body was attenuated in the boundary layer at-downstream regions__
of the body as well as at the stagnation point. rhe results were
the same even when radiation absorption by ablation products was
taken into account. The radiative heating rates along the downstream
regions were shown to exceed stagnation point values under certain
conditions. Blockage of radiation was found to be 10% to 20% for
nominal entry conditions but radiation blockage as large as 30%
resulted at higher velocities.

In an investigation by Garrett, et al. (Ref. 2.21), the viscous
shock layer equations in the stagnation region were solved using an
implicit finite difference sheme. The flow field was assumed to be
in thermodynamic and chemical equilibrium. The radiation model
used was the computer code RATRAP (Ref. 2.24) which accounted for
both continuum and line radiation exchange. The species equation
was solved by assuming ablation products diffusing into air species

as a binary system. The assumption of the binary diffusion model

was evaluated by comparing heating rate results for two cases. Ome
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case assumed the binary diffusion coefficient to be that of hydrogen-
nitrogen diffusion and the other to be that of carbon-nitrogen dif-
fusion. The results showed that a maximum difference of 3 percent
occurred in the radiative heat flux which indicated that the assump-
tion of a binary diffusion model was valid for the conditions examined.
For massive blowing cases, damping of the enthalpy profile was
required to keep the solution stable. A damping factor of 0.5 was
found to be the most efficient when considering the trade-off of
computer time and stability. Garrett et al., improved on the stabi-

lity of their solution by using a windward differencing technique

instead of central differencing. Oscillations in the enthalpy and
species solutions were removed by use of windward differencing.

Comparison by Garret (Ref. 2,21) with other investigations
(Ref. 2.9, 2,15, 2,16, 2,19, 2.25) demonstrated lower wall radistive
heating rates for carbon phenolic ablation. The results indicated
that the ablation products were highly effective in blocking the
incident radiation from the high temperature outer layer of the 1
shock. For blowing rates of 0.1 and 0.2, typical reductions in
radiative heat flux at the wall ranged from 34 to 39 percent of the
values for no blowing.

Engel et al. (Ref. 2.26) concluded from the results of Refs.
2,27 and 2.28 that the energy and species equations could be simpli-
fied by setting the diffusion term equal to zero. This assumption
yielded a step function for the elemental mass fractions where
ablation elemental mass fractions were used from the wall to the
stagnation point and air elemental compositions were used in the

region from stagnation point to the shock., The species compositions
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were then calculated assuming thermo - chemical equilibrium.
The thin shock layer, stagnation line equations were solved includ-

ing line and continuum radiation from air and ablation species. The

flow field was coupled to a phenolic nylon ablator by assuming the
ablator surface to be at its sublimation temperature and the heat

absorbed to be that by quasi-steady ablation -~ similar to the coup-
ling by Chin (Ref. 2.19) and Smith et al.(Ref. 2.16). An implicit
finite difference scheme was used to solve the er~rgy and momentum

. quasi-linearized equations.

Engel's results indicated that the continuum contribution to i
the surface radiative heat flux i1s essentially unchanged by increas-
ing the ablation rate above about 5% of the freestream blowing rate.
Molecular absorption of radiant energy in the ablation layer was
found to contribute significantly to the reduction of wall heating

. rates (52% for the case studied).
L Contemporary with the study performed by Engel was an investi-
' gation by Esch (Ref. 2.28) to determine, primarily, the effect of
assuming binary diffusion., Esch's investigation differed from
Engel in that he solved the species equations with the diffusion 3
term included. The radiation model was identical to Engel's. Com-
parison of binary diffusion results with multicomponent diffusion
results led to the conclusion that binary diffusion was sufficient
to describe the shock layer process if an appropriate value of the
vy diffusion coefficient was selected. He used the tinary coefficient

("

based on H—CZH2 interaction. The effect of using air thermodynamic and

transport properties, instead of including ablation products, was

also investigated by Esch, Detailed transport properties were found
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to be unimportant but inclusion of thermodynamic properties of
ablation products proved to alter the radiative wall heating rate
significantly. These results are supported by the findings of Rigdon
et al., (Ref. 2,15) and Garrett et al. (Ref. 2.21).

Inverse Methods: In solutions which use inverse methods, the

shock shape is given and the body shape is to be determined. The
shock shape can then be adjusted until the desired body shape is
found. The disadvantage of this technique is that, in general, one
would like to specify body shape directly (the direct method). Un-

fortunately, shock shape is somewhat insensitive to body shape.

Therefore, different body configurations could have the same shock
shape and the inverse method does not always work effectively.

Some success has been achieved using inverse methods. Chou
F (Ref. 2,29) performed an inverse solution using locally nonsimilar
solutions for a radiating shock layer about smooth axisymmetric
bodies. In this method, nonsimilar terms in the governing equations
were defined as dependent variables; model equations were derived

for these variables. Solutions were presented for nonblowing bodies

and compared with the Blasius type series solution of Chou and

Blake (Ref. 2.30). Excellent agreement was found. Blowing solutions
were also obtained (constant blowing around the body), but these
cases did not consider radiative transport and no diffusion mechanism
was taken into account. Therefore, the {njected gas was assumed to
be the same as that of the freestream. Results indicated that blow-
ing solutions were more difficult to obtain than nonblowing solutions

since the blowing cases were not presented for points very far
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downstream of the stagnation region. Another limitation was that
only continuum radiation was considered.

In a later report by Chou (Ref. 2.31), the restriction of no
blowing for radiative heating cases was removed. In addition the
simplifications of constant transport properties and continuum radia-
tion only were also removed. The same locally nonsimilar method was
used. Ablation products were allowed to diffuse into the shock
layer and the governing equations were modified to allow mass injec~-
tion rates (carbon injection) to vary with distance around the body.

The shock layer was assumed to be in thermo-chemical equilibrium }

and the FEMP, Free Energy Minimization, computer program (Ref. 2.4)
was used to determine the equilibrium composition. Molecular band
and atomic line, as well as continuum radiation, was considered.
Comparisons were made with the adiabatic inviscid flows of Olstad
(Ref. 2.32) and Schneider (Ref. 2.33) and the viscous, nonradiating
flow of Davis and Flugge-Lotz (Ref. 2.34). :
Chou's results showed good agreement with the work reported in 1

Refs. 2.32, 2.33, and 2,34, A sample calculation was made for a
typical Jovian entry which indicated a 40% reduction in total radia- »
tive flux at the stagnation point due to carbon gas injection when
compared to the nonblowing case. The reduction increased to about
70% of the stagnation line value at about four body nose radii
downstream. The radiative flux reduction indicates that most of

TR the radiative energy is absorbed by the injected carbon gas and !
dumped into the wake. An examination of the spectral distribution
of the radiative flux revealed that most of the flux reduction oc- i

cured in molecular bands of C2 and C]'
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A companion report to Ref. 2,31 was Ref. 2.35 which is a user's
manual for the SL4 computer code. The report describes the input
and output for the inverse shock layer solution of Chou. The code
also provides a basis for obtaining predictions of the surface heat-

ing to a body entering any planetary atmosphere at hyperbolic velo-

cities.

In an inverse solution by Olstad (Ref. 2.32) an attempt was made
to study the effects of radiation on the flow about smooth symmetric
bodies downstream of the stagnation point, Previously Olstad had
only presented stagnation region solutions (Refs. 2.22 and 2.36).

In the analysis, a simplified flowfield technique developed by Maslen
(Ref. 2.37) was modified to account for radiation and large-blowing.
The radiative transport model included effects of atomic lines and
continuum radiation. Blowing was studied for cases of cold air in-
jection, thus only air thermodynamic, transport, and radiative proper-
ties were required.

At some point not too large a distance downstream of the stag-
nation point, the flow direction in the shock layer 18 nearly
parallel to the shock, Maslen (Ref. 2.37) took advantage of this
situation to derive a simplified system of equations which adequately
describe the flow and thermodynamic properties in the shock layer
for an inviscid, nonreacting, nonradiating gas for a given shock
shape. The most important step in the derivation was the trans-
formation to the von Mises plane and the subsequent uncoupling of
the normal momentum equation from the other equations, Using a modi-
fied form of Maslen's method, Olstad studied the effect of cold air

blowing on radiative heating. He found that in the stagnation
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region blowing was quife effective in reducing the radiative heating
to the body surface. However, downstream of the stagnation region,
where the radiative heat flux from the hot shock layer decreased,
re-emission from the blown layer became increasingly important com-~
pared with absorption. Thus the effectiveness of the blown layer
decreased and finally became negative, so that the presence of the

blown layer actually increased the radiative heating to the body

surface downstream of the body station where blowing ceased. Olstad's

results must be evaluated in the light of the system under study,

i.e., only air blowing was considered and ablation products with dif-

ferent radiative, transport, and thermodynamic properties could very
well invalidate the conclusions reached (e.g. Chou, Ref. 2.31).

Falanga and Sullivan (Ref. 2.25) presented an inverse solution
for an inviscid shock layer flow about a blunt body. The model
included nongray radiative transfer and only considered equilibrium
air flow. The technique had the restriction that the shock shape
had to be analytic and the solution was only applicable to the sub-
sonic flow region in the shock layer. No blowing from the body was
considered. Results compared favorably with the direct method of
Rigdon et al. (Ref., 2.15) and the analysis of Callis (Ref. 2.23)
who used a time-asymptotic technique.

More recently Sutton and Falanga (Ref. 2.38) published results
for the entry of a blunt vehicle into a Venusian atmosphere of 90%
carbon dioxide and 10% nitrogen. 1In this analysis only stagnation
reglon heating results were obtained, but ablation product injection
and a boundary layer adjacent to the body were included. Again

nongray radiation was accounted for and fully coupled solutions were
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presented (i.e. radiative coupling and ablator-flow field coupling).
A high density phenolic nylon ablator was considered in the investi-
gation. Results indicated that ablation products reduced radiative
heating by as much as 35% for high velocity entries (11 km/sec)

and that the boundary layer also significantly reduced the radiative
heating (20-30%). For entry velocities below about 10 km/sec, it
appeared that the inviscid layer solution gave reasonable estimates

of radiative heating.

Nonequilibrium Chemistry Solutions

The preceding discussion has been centered on analyses that
have sought primarily to describe the important radiative heating
phenomena that occur in high temperature shock layers. None of
these analyses have considered the effect of nonequilibrium chemistry
on the flow field solution. At best equilibrium chemistry was in-
cluded in some of the previously discussed investigations. This
section will attempt to describe some of the important work that has
been done in the area of nonequilibrium or finite rate chemistry
analyses. In general these studies do not include the effects of
radiative heat transport.

Blottner (Refs. 2.39 - 2.43) has done extensive work in the
investigation of nonequilibrium flows, especially for boundary layer
flows., In an early work by Blottner (Ref. 2.41), the investigation
of a viscous nonequilibrium-ionized air boundary layer was performed.
Seven air species (02, NZ’ 0, N, NO, N0+, e-) and 11 chemical reac-
tions were considered. The equations were transformed with the
Mangler and Howarth-Dorodnitsyn transformation in order to obtain

them in a form more appropriate for numerical solution. The

L | —
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resulting partial differential equations were then solved using an
implicit finite difference shceme. Results were given for slender
vehicles entering at 22,000 feet per second at altitudes of 100,000
feet and 150,000 feet., For distances 15 feet downstream from the
tip and for conditions considered, none of the chemical reaciions
were near equilibrium. No mass injection at the wall was included
in this analysis.

Blottner published an excellent survey paper on finite difference
methods for the solution of the boundary layer equations (Ref. 2.39)

in 1970. The paper presented a technique for solving the boundary

layer equations for a multicomponent flow with finite chemical
reactions. The technique was developed in an effort to attain a
method that would solve the governing equations when many chemical
species exist in the flow. The solution technique involved the
quasilinearization of the equations, uncoupling them, placing them

in finite difference form, and solving the resulting tri-diagonal
matrices. Blottner found this technique superior in computational
efficlency as can be seen from Figure 2.2 to the fully coupled
solution. When the equations are fully coupled, the program storage
requirements and the computation time increase rapidly as more species

are included. Since a matrix inversion must be performed in the

e fully coupled solution and computation time is proportional to the
cube of the matrix size (number of species), large chemical systems

become prohibitive. On the other hand, the uncoupled method results

N 1) i (l:'

in solution times which are approximately proportional to the number

of species.
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The finite differenced equations were written with a parameter
"0" which can vary between 0.0 and 1.0, where 0 is 0 for explicit
methods, 1/2 for Crank-Nicolson method and 1 for the Standard
Implicit method. Blottner used © = 1/2 or the Crank-Nicolson dif-
ference scheme because the accuracy is of second order compared
to first order accuracy for the standard implicit, The explicit
scheme was not used since unstable solutions invariably occur when
this method is used on boundary layer problems. The boundary con-
ditions for the boundary layer equations were presented hy Blottner
and placed into the finite difference formulation alse. In this
analysis, Blottner considered the effect of an ablator injecting mass
into the boundary layer. The initial conditions (stagnation line
equations) for solution were developed in Ref. 2.42 by Blottner.
These o:dinary differential equations were treated in the same manner
as the partial differential equations which describe the boundary
layer.

Results were obtained by Blottner for binary and multicomponent
diffusion which showed differences which were almost indistinguish-
able. The surface boundary conditions employed in the study were
such that the wall was either noncatalytic, or fully catalytic.

For the case of the non-catalytic wall the mass injection rate and
and diffusion rate of air species to the surface was zero. A fully
catalytic recombination surface for air is defined as a wall where
every dissociated and ionized species that strikes the surface is
converted to a molecular species due to heterogeneous reactions.
Comparison of catalytic to noncatalytic solutions showed negligible

differences in temperature and velocity profiles but about a 202
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difference was found in the boundary layer thickness (noncatalytic
being higher).

For the solution with a noncatalytic wall, oscillations
were obtained with Crank-Nicolson (¢ equal to 0.5) method. To avoid
this problem, the standard implicit method with  equal to 1.0 was
employed. The results were compared with O equal to 0,5 and 1.0,
and the results were in close agreement downstream, Near the tip
(first few inches) there was a difference between the predictions
of the two methods for the mass fraction of the species, with the
implicit method giving the more accurate results. This type of
stability problem has also been observed by Moore (Ref. 2.44) and
was corrected by using the standard implicit scheme for the first
grid point away from the wall.

In a summary report (Ref. 2.42) Blottner et al. prepared a
user's manual for the boundary layer - shock layer computer program
that evolved from their work. In the report additional improvements
were made in the numerical schemes. Initial profiles can be obta:ned
by the program and variable step sizes across the layer are possible.
Results are presented for various boundary layer and shock layer solu-
tions and three example runs are given for input and output of the
program which demonstrate its flexibility. One of the major improve-
ments in this version of the program was the capability to handle
arbitrary body shapes.

Davis (Refs. 2.45 and 2.46) presented solutions for the viscous
flow in the shock layer about reentering vehicles at moderate to
bigh Reynolds number. Shock and wall slip conditions were included

in the boundary conditions and were shown to be important for low
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Reynolds number cases. The flow field was described by one
consistent set of equations which are the thin shock layer equations
as Blottner used (Ref. 2,43). The gas was assumed to be a rerfect
gas so that no chemical reactions occurred and the species continuity
equations did not need to be solved,

Davis used a numerical scheme similar to Blottner (Ref. 2.39)
and developed the variable step size finite differencing used in
Ref. 2,43, Starting with the assumption that the thin shock layer
equations applied and that the shock was concentric to the body, the
solution proceeded from the stagnation point to points downstream.
The thin shock layer assumption is tantamount to omitting normal
velocity’terms in the normal momentum equations. These assumptions
were then removed by making succeésive iterations around the body
using a corrected shock shape and normal components of velocity in
the normal momentum equation,

The addition of chemical reactions in the shock layer was later
investigated by Davis (Ref. 2.47). In this analysis a chemically
reacting binary mixture of oxygen atoms and molecules was considered.
Flows past hyperboloids with one inch nose radius ~8ymtotic far
downstream to cones of 60°, 45°, and 20° were investigated at alti~-
tudes of 100 to 250 thousand feet and an entry velocity of 20,000 feet
per second. The calculations extended 25 nose radii downstream and
considered both catalytic and noncatalytic wall boundary conditions.
No mass injection at the wall boundary was considered.

Before the calculations were made downstream, Davis performed
several stagnation-region solutions to determine what effect rates

of chemical reaction given by various authors (Refs. 2.48-2,52) would
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have on the solution. Typical results showed that there was about
a factor of four between the lowest and highest atom concentration
profiles. For the remainder of the work, Davis used the rate data
of Bortner (Ref. 2,49).

The wall catalyticity had little effect of skin friction and
wall pressure distribution, but had a sizable effect on heat trans-
fer, The wall catalyticity was also shown to have little effect on
velocity and temperature profiles in all cases. Davis found by
comparing equilibrium concentrations to nonequilibrium calculations
that at 100,000 feet the cuter inviscid flow was essentially in
equilibrium at the stagnation-point, but was not a few nose radii
downstream. Caution should be taken, therefore, in using stagnation-
point solutions to determine when equilibrium conditions are reached.

In a study that followed Davis, Moss (Ref. 2.53) extended
Davis's model (Ref. 2.47) to include multicomponent effects. This
investigation studied the effects of chemistry models (frozen, equi-
librium, or nonequilibrium) on the flow field solution, the effect
of multicomponent diffusion, wall catalyticity, and mass injection.
The numerical solution technique was identical to that of Davis
(Ref. 2.47) and the body studied was a 45° hyperboloid.

Moss's results indicated that the chemistry models substantially
influenced flow parameters and surface transport, Heat transfer
rates were higher for both frozen and equilibrium than for nonequi~-
librium (e.g. 54% higher for equilibrium in the stagnation region).
Wall catalyticity also had an effect of increasing heat transfer
rates for nonequilibrium cases. The effect of multicomponent dif-

fusion was shown to be negligibly different from the binary diffusion
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assumption which agrees with the results of Blottner (Ref. 2.39)
and Esch (Ref. 2.28).

Moss considered mass injection of air, water, and ablation
products into the shock layer. Only for the case of air injection
was nonequilibrium chemistry attempted., Equilibrium solutions were
obtained for water and ablation injection. The effect of that mass
injection had on heat transfer rates decreased as the injection rate
increased. Also, the effect that mass injected in the stagnation
region had on the flow field decreased very rapidly downstream.
Water was found to be the most effective in reducing heat transfer
rates for the injectants considered.

Adams et al. (Ref. 2.54) presented results for chemical non-
equilibrium inviscid and laminar viscous flow over spherically
blunted cone geometrics. The calculations were made for flight
velocities and altitudes where radiative transport was negligible.
The chemistry was restricted to air species and injected species of
argon, helium, or carbon dioxide. Multicomponent diffusion was dis-
cussed; however, no results were presented. For the cases studied,
the influence of a noncatalytiF wall with mass injection significantly
reduced the convective heat transfer,

Using an approximate inverse solution, Grose (Ref. 2.55) pre-
sented results for the inviscid nonequilibrium flow in the shock
layer about a vehicle in hypersonic flight. Cases were run for
Earth, Martian, and Venusian atmospheric entry, The method used a
von Miges transforaation to place the equations in the form of the

stream function similar to Olstad (Ref. 2.32). A large number of

reactions and/or species was easily handled. The gas model permitted
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consideration of vibrational relaxation, dissociation, recombination,
ionization, electronic excitation, and vibration-dissociation
coupling. The method had the advantage of being able to solve the
subsonic-and supersonic portions of the flow field whereas many

flow field solutions require the use of two methods for the two
regimes. The primary advantage of the method was that computing

time was small (79 seconds to about 14 minutes). One disadvantage
was that approximations were crude close to the stagnation point

where peak heating generally occurs,

Summary

The studies reviewed represent the best currently available,
Unfortunately the radiating solutions are for equilibrium chemistry
flow fields at best. On the other hand the nonequilibrium solutions
are presented for cases in which radiation i{s not a dominant heat
transfer mechanism. None of the analyses reviewed incorporate both
the effects of radiative transport and nonequilibrium chemistry.
With the exception of Chin (Ref. 2.9), Smith et al. (Ref. 2.16),
Esch (Ref. 2.28), and Engel (Ref. 2,27), the solutions neglect the
coupling of the flow field to the body whereby a surface energy
balance is maintained.

As can be seen, no single analysis includes all of the important
effects of radiative heating, nonequilibrium chemistry, and ablator
coupling. It was the main purpose of this research, therefore, to
incorporate all these effects using a computational scheme which is
reasonable, accurate and rapid. The model developed includes
radiative transport with various line and continuum contributions,

nonequilibrium chemistry, and is coupled to a phenclic nylon ablator.
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In Chapter 3, the equations that describe this system are developed

and placed into a form suitable for numerical solution.
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CHAPTER ITI

DEVELOPMENT OF THE THIN SHOCK LAYER EQUATIONS

Introduction

In this chapter the governing equations for the radiating,
chemically reacting, viscous flow around a blunt body are developed,
transformed, and placed into solution form. A more detailed devel-
opment of these equations, including an order of magnitude analysis
is given by Engel et al. (Ref. 3.1). Engel's development is a
complete derivation of the thin shock layer equations from general
transport equations which includes intermediate formulations of
varying degrees of rigor. The assumptions inherent at each stage
of development are clearly stated. This chapter omits some of the
tedious mathematical details of the derivation while retaining most
of the logical step-by-step procedure used in obtaining the set of
equations necessary to describe the flow field around an ablating
blunt body.

The thin shock layer equations, which model the flow of the
multicomponent gas 1in the shock heated region of the ablator, are
a set of parabolic partial integro~differential equations. By nature,
parabolic differential equations require one set of initial condi-
tions and two sets of boundary conditions. In the shock layer, the
initial conditions are given by the stagnation line equations, and
the two boundary conditions are given by the Rankine-Hugoniot equa-

tions at the bow shock and the mass and energy balances at the

50
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ablator surface. The stagnation line equations are simply the thin

SSB b iR g i
L - FL

shock layer equations reduced to ordinary integro-differential
equations at the axis of symmetry on the body. The Rankine-Hugoniot
equations at the shock and the surface balances at the ablator
surface insure conservation of mass, energy, and momentum across
these boundaries. Since the initial and boundary conditions are a
very integral part of the shock layer solution, this chapter treats
the derivation of these equations in some detail.

In order to attain a more feasible coordinate system for solu-

tion, the blunt body equations are transformed by the Dorodnitsyn
transformation. This transformation is an independent variable trans- '
formation which allows for a stretching of the normal body coordinate
near the body utilizing the variation in density across the shock,
The solution in this form allows for easier numerical solution.
Finally, a general form for numerical solution of the set of
parabolic partial differential equations is developed and presented.

In Chapter V the equations in this form are finite differenced and

arranged in the form for numerical solution.

The Physical Environment )

It becomes necessary in the development of any mathematical
model to make simplifying assumptions to the general conservation
equations in order to obtain a set of equations that is more feasible
to solve. These simplifying assumptions are determined only by

understanding the physical system to be modeled and by assessing

the magnitude of the terms in the general conservation equations.

An ussessment of this sort will provide, not only a basis for omitting

frea the equations terms of neglible consequence, but will also
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provide a means of estimating the magnitude of terms impossible or

too difficult to evaluate at this stage of technological develop-

ment,

A knowledge of the importance of these various terms indicates

which uncertain parameters are most necessary to study.

In order to determine the proper mathematical model to describe

the flow field around a blunt body moving at hypersonic velocities,

the behavior of the gas the vehicle will encounter must be investi-

gated.

In Figure 3.1 based on the work of Reference 3.2 the flight

regimes are presented which are encountered by a body during atmo-

spheric entry.
continuum and noncontinuum.

the continuum can be divided into five regimes:

Hayes and Probstein (Ref. 3.2) demonstrates

(1) classical bound=-

ary layer, (2) vorticity interaction, (3) fully viscous, (4) incipient

merged layer, and (5) fully merged layer. The general conservation

equations can be used to describe the gas flow over a body in these

continuum regimes. A brief description of these five continuum

regimes follows (Ref. 3.1):

1.

Boundary layer regime: The classical boundary layer
equations are a valid approximation of the viscous effects
for high Reynolds numbers corresponding to lower altitudes.
Viscous effects dominate near the wall in a region which
is-small compared to the shock layer thickness. Vorticity
generated by the shock curvature is therefore negligible,
having no effect on the boundary layer flow.

Vorticity interaction becomes important at lower Reynolds

numbers where shock generated vorticity becomes significant

in respect to viscous effects near the body. Here the

The regimes can be grouped into two gasdynamic domains-
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3.

be

5.

outer region of the shock layer, usually considered the
inviscid layer, becomes coupled through momentum transport

to the higher shear region near the body, usually thought

body is also larger than experienced at higher Reynolds
numbers.

Viscous layer regime: Viscous effects from the body inter-
action are spread through the shock layer. This occurs at
lower Reynolds numbers and correspondingly higher altitudes
than the vorticity interaction regime. Viscous dissipation
at the shock is still small in comparison to dissipation

at the body. This condition is true as long as the ratio
of the mean free path behind the shock over the shock layer
thickness is much smaller than the square root of the den-
sity ratio across the shock wave (Ref. 3.2). This implies
that the Rankine-Hugoniot shock wave equations are valid
for determination of the shock layer boundary conditioms.
Incipient merged layer regime: The incipient merged layer
begins when dissipative effects at the shock are significant,
The shock wave is thin relative to the shock layer thickness
but the Rankine-Hugoniot relations must be modified to
account for viscous effects at the shock boundary.

Fully merged layer regime: At higher altitudes and low
Reynolds numbers, a distinct shock does not exist. The
free stream mean free path over the major body radius is
approximately one or less. The flow behaves continucusly

from the free stream to the body. Above this altitude
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range continuum concepts are no longer applicable, and

the flow goes through a transition to free molecular flow.

The foregoing discussion of the five rontinuum flow regimes
follows the reasoning of Hayes and Probstein (Ref. 3.2) under the
assumption that radiative energy transport and ablative mass injec~-
tion were negligible. In the present development, these two effects
are of primary importance, Figure 3.1 shows the flight regimes
where radiative heating to a one-foot body becomes significant. For
the most part, significant ablation rates are also encountered in
these regimes when using present day charring ablators such as pheno-
lic carbon and phenolic nylon. Engel et al. (Ref, 3.,1) concludes
that these same mechanisms for momentum transport hold true when
radiation and ablation are present, therefore the basic characteris-
tics of the shock layer are unchanged in these regimes.

The basic conservation equations are appropriate to describe
the flow of a continuum reacting and radiating gas mixture over a
blunt surface when thermal equilibrium exists. For the present
work, a reduced set of equations will be determined which describes
the flow in the shock layer over a blunt body when the outer boundary
of the shock layer is a shock wave described by the Rankine-Hugoniot
equations. Thus, the equations governing the flow in the shock
layer will be applicable to the three higher Reynolds number regimes.
It 18 in these three regimes where the heating rates to a vehicle's
surface are the most significant,

The Conservation Equations

The conservation equations can now be written in general vector-

tensor notation. The statement of these equations is given by
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Engel et al., (Ref. 3.1) in time independent vector form as
follows:
Global Continuity:

VooV =0 [3.1] '
Species Continuity:

KA O B AL [3.2]
Momentum:

oWV V +V ¢ (1 -1IP) =0 [3.3]
Energy:

p(VeV) B+ To(qy+qp - Vo(T) + V=0 [3.4)

where the radiation pressure tensor and external force field terms
have been omitted.from the energy and momentum equations.

In order to describe the flow over blunt bodies, moving at
hypersonic velocities, it is found convenient to state the conserva-
tion equations in orthogonal body oriented coordinate systems. The
type of body under consideration, ia three dimensional, axisymmetric
or two-dimensional, determines the stretching functions which are
used in transforming the equations from general vector-tensor nota-
tion into a usable coordinate system., The classes of bodies con-
sidered in this development are axisymmetric and two dimensional
which have the same stretching functions therefore the same form of
the equations. The statement of the body oriented shock layer

equations is given below (after Engel, Ref. 3.1):
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\
Global Continuity:
¢ 2 Ay B A
3 5 (pur™) + 3y (xrpv) = 0 [3.5]
Species Continuity: :
[
3 A D hcy) = 2 (A
- 5% (T PCju + 50 (xr'pCyv) 3% (F I )
- A ~ A |
3y (xr Ji,y) + kr W (3.6] ‘
X~-momentum:
: ot u %—3 + oxriv %—;—:» - oxrPuy + £ -:—:-
- a 5 ,~ A A art
- v (r Txx) - —y (xr Txy) - Ky + 1,, == i 0 [3.7]
S
y-momentum:
A v A 3v A2, - A 3P |
v —_— — - L |
T[_,' pPr u ™ pKr v 3y pPKT u- + Kr 3y .
‘ [3.8] 1
A s
) Kr T or ‘
-3;( —S-—Yﬁ--bncr'rxx-i-mzzg—y i
Energy: » ;
{
A OdH ~ A OH 9 A '
Priu == + prr'v i % (f qD < " 3y (xr qD,y)
L. 3 A _ b A D A A |
ax (r qR,x) 3y (xr qR,y) + ax [ru Txx trowv Txy] :
L 4 3 e <A
roonid Ty [xru Ty P KTV gyl = 0 [3.9]
L. ,
L where x 18 the local body curvature and r is defined in Figure 3.2,
Using Figure 3.2, the following relationships may be found
-




tane == T+ kd) dx ax

dé dé k(x)

x
6 = f(l + k§) tanedx + &,

o
X

9=fk (x) dx
[

Figure 3.2. Body-Oriented Coordinate System.
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r= ry + vy s8in 0 [3.10]

dr = 8in 0 dy + « cos O dx (3.11]
where

K =1+«y [3.12]

A=0 two dimensional

A=1 axigymmetric [3.13]

Defining the diffusional mass flux vectors, 31, and the heat

-
;‘ v flux vectors, ED’ yields
: T . D5 M - = -
\_ Ji Ji +Ji ) qD-i'~qR [3.14]
& , The components (neglecting force and pressure mass diffusion) are
# Concentration diffusion:
2 n
G 3y
@ _Pr B S T .Y
% " oFT 5-2-1 M MDY, kzl (aYk) = [3.15)
ke T,V-,Yi
] 141,k
. @ °or D n _afi oY,
- Iy " TRT Zl MiMjDij Y, kzl (avk) T [3.16]
e ] 1 T,%Y,
* : 144,k
- Thermal diffusion:
ﬁ (T) DI 5 An T
=, e T T (3.17)
(T)
h,’," \ = - T 3 9.!\ T
Pk Ji,y D1 -—-—-ay (3.18]

— Diffusional heat flux:

T 3
' .- k2T -k Ny Dy [_LA‘_B.’L]
L N AR LA g 32{""? b, [3.19]




qD:y

Radiative heat flux:

x(?l) o
qR,x'l -
x(ro) o
y(?l)
Ry " | _
y(ro) o

aT
-k 3y + ZhiJ

41
a _ -
v 4n Bv Iv (r)d

(]

T
1},'-22z E'ti'i"n-i[-h -y J
Ny Io, Py Py

dv dy
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[3.20]

[3.21)

[3.27]

In the momentum and the energy equations, the components of the
stress tensor are:
- A (—3- (rhu) + ?a; (ErAv)]

T
XX er X

2y [3u
+ ry [—ax + ncv] [3.23] ]
A (3 ,.A 3 ;5 A av
Tyy A (ax (r'u) + 3y (Rr v)] + 2u 3y [3.24) |
|
L
- A 3 A d . A
22 E—-rA (—ax (r'u) + 3 (Rr''v)
A A 3
r v or |
+ 2 _U__ — e — —..] . i
u [RrA x ' A3y [3.25] 1
13v 9 «
Txy Tyx-u(g x+y'iu] [3.26)

The statement of these vector and tensor components completes the
set of conservation equations expressed in body-oriented, orthogonal

coordinates. These equations are subsequently simplified by an order
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of magnitude analysis, yielding a much more manageable set of

equations called the thin shock layer equations.

The Thin Shock Layer Equations

The statement was made earlier that the basic conservation '
equations were to be used for the flow of a continuum reacting and
radiating gas mixture over a blunted surface when thermodynamic
equilibrium exists. It was also stated that a reduced set of equa-
tions could *2 used which would describe the flow when the outer
boundary of the shock layer is a shock wave described by the Rankine-

Hugoniot relations. This set of equations is called the thin shock

layer equations and is arrived at by an order of magnitude analysis
in which all terms of order cne [l] are retained (Ref. 3.1). Further
simplifications can be made by reglecting the shock laver thickness

in comparison to the local body radius. This implies

k>0, &> 1, and rA -+ rA [3.27]

b

Applying these limits and dropping terms using an order of magnitude

analysis gives

»
Clobal Continuity:
A3 .
(rbcu) + By (pv) = 0 [3.28]
Species Continuity:
) A A 3 9
= (r Tk PeC u) + ry 3y (pCiV) Ty, y (J .y + Ty, wy 13.29)

S
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X-momentum:
du du _ _ P 3 [ du
pu ™ + pv Sy o + 5y (“3;] [3.30]
y-momentum:
8P x 2
3y & Y [3.31]
Energx:
3H 8H _ 8 k3T, _ 3 | ) hJ
pu =+ pv 3y - By (ay) 5y | 1 i1,y
Ny DY (I J 3
_P 7 7 N D4 (1,1_ 1-2]-“811
N2 i 4¢4 oy 5;3 oy Py dy
9 3u
+ 3y (uu 5y [3.32]

The shock layer equations 3.28 to 3.32 are now rewritten with
some changes noted. The global continuity and the two momentum
equations are unchanged., The global continuity is removed from the
species equation, and the energy equation is written with enthalpy
and temperature as the principle dependent variable. Furtliermore,
the resulting temperature form of the energy equation was obtained
by subtracting the momentum equation, substituting the right hand
side of the species equation fromthe left hand side and assuming
binary diffusion. Thermal diffusfon is also neglected. The resulting

set of dimensional asixymmetric (A=1l) shock layer equations is

Global Continuity:

P ]
= (b u rb) + Ty 3; (pv) = 0 13.33)




‘_.'hn ¥ ! ‘1'

Species Continuity:

aC acC aC
1 e S 1
PU + pv 3y 3y (p D12 ay) + wi

X-momentum:

ou ou oP ) ou
—— = — — a—
Puax ™ ° ay ax  dy (u ay)

Energy (Enthalpy):

aq y

ax oy oy oy oy i1,y oy
) )
t gy (e
Energy (Temperature):
a—T i! g
¢
pu Cp ax * ov C) 3y "zh1°’1+"'3'§
+-3—(kﬂ)-§5+u(ﬁﬂ)2+2c1 p,, X331
3y "3y’ T 3y 3y Pt PP12 %y By

These equations are in dimensional form and body oriented
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[3.34]

{3.30]

[3.31)

{3.35]

{3.36]

coordinates. In the following section these equations are nondimen-

sionalized :~d an independent variable transformation is performed.

Nondimensionalized and Tranaformed Equations

The thin shock layer equations 3.30, 3.31, 3,33, 13.34,

3,35 and 3.36 can be nondimensionalized by using the following
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dimensionless variables which are appropriate to the problem under

consideration,
* * * *
= 5 - 1- = u = v
* * * *
p=£ wom g p =i 5 = %*
ps,o Lls,o O*U*2
80 x
rk *r ke *
r, = =% « = *R¥ k-kTio T - Iy
R* " u*3 8,0
* mk
h* R*w, * C Ts o
1/20™2 1 7% us p = 1z T8
bt 8,0 o
* * %k u*
+
FElaxy Reg = ps,o Us R Sc 'p‘s oD
u;,o 8,0 12
E* o* *
[E= - - - % _ 3qR
* *3 where [E~ = ==
Pg,0 U= y

The dimensional variables used in the preceding section for the thin
shock layer equations are denoted by a superscript asterisk (*) in
this discussion. The nondimensional variables have no aupetscript;
and the nondimensional quantities for Reynolds number (Res) and
Schmit (Sc) number have been incorporated. The resulting form of
the shock layer equations in nondimensional form is shown in

Table 3.1,

These equations can now undergo an independent variable trans-
formation of ‘the Dorodnitzn type. The Dorodnitzn transformation
reduces the effect of a large variation in density in the body normal
coordinate by incorporating the density in the transformed normal

coordinate. The new independent variables now become

i
!

1
1
i

|
|
|
|

' i | ' . Y .‘1 ——— e —r‘#
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Table 3.1

Nondimensional Thin Shock Layer Equations
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Global Continuity:

3
e (purb) +r 3y (pv) = 0

b

Species Continuity:

ac ac ac
i i 1l 3 u i
USSR YV Ty Re_ By Gy Y
X-wmomentum:
u du 9P 1l 3
ekt T TR 3y 3y
y-momentum:
3P  « 2
ay RPM
Energy (Enthalpy):
dh sh 2 du v 2 dv 3u
= = — +
pu 2 + pv — 3y + 2p (u ™ + uv ™ + v p vy — P
aC
k dh 1
zayqay)'zay sziay)+ zScay
2 ) du
2 hy ay S, —) -2 Ege gy (g
Energy (Temperature):
aT 3T 3P
pu Cp T + ov Cp 3; z h1 W, + 2u Py
KX OT_ __y_a_EZ Cpg 3C4y3T
* 250 (kg - 208 + ke, Gy *R (2 = )y

[3.37]

[3.38)

{3.39]

[3.40]

[3.41]

[3.42)
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1
£E = x [3.43]
y y
. Jo p dy L} p dy
= I p dy $
: (o}
where & is the shock standoff distance, and § 1s the transformed
m: shock standoff distance which is used to normalize the variable ..
.
- n from 0 to 1. The derivatives become
2.8, 2
b 9x 3¢ + x on [3.45]
E»_
1 3 .0 3
{_ ' When the new independent variables are introduced and the trans-
2 formations are applied, the nondimensional shock layer equations
become the following in the traneformed plane:
a Global Continuity:
13 an 3 R -
T (pury) + 315 (pu)*-% = (V) = 0 [3.47)
Species Continuity:
3Cy an AC1 | p2v 3C4
et T
aC
£ 3 op_1d 1
Regé® dn ( Sc an ) +wy [3.48]




o 1,

-

X-momentum:
e ————

. . 2 ,

3E 3 n 6" n at Bx-&;
9 agu
+ RGBE? an (pu "5'; [3.49]
y-momentuni:
9—:1 -5 0§ 2 [3.50]
K

B a3k o Bk L, o du, 230 u
PUBE T PU T I tPV T an + 20 (u” g+ u” o o
2
13 X dn § on § on

2 P du
2 EtRe T (PHuG) [3.51]
Energy (Temperature):
an 3T ¥ 3T
pu Cp 3E + (Dl.lcp—x m pzscp-a—n z hi wy
PR S R NP N
+ 2u 3¢ + 2u X n + 32 3n (pk an 2 IE
20 (2" el g G Doy in [3.52]
Regd an Reg3? ’éf’ an " an ’

This nondimensional, transformed set of equations is a set of

parabolic partial differential equations which needs two sets of
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boundary conditions and one set of initial conditions. The formu-

lation of the boundary and initial conditions will now be discussed.

Boundary and Initial Conditions

The parabolic nature of the thin shock layer equations mathe-
matically requires initial conditions as well as boundary condi-
tions in order to obtain a solution. The entry vehicle axis of
symmetry is the appropriate location of the starting line for
zero angle of attack problems and provides the initial conditions
for the shock equations. The determination of conditions along
this line, called the stagnation line, is a major and important
problem in itself. The stagnation line solution also requirec the
same two sets of bou: ‘ary conditions as the shock layer solution.
Consequently, development of the method to obtain these initial
conditions (i.e. stagnation line solution) is delayed until after
the boundary conditions are established. The boundary conditions

are specified a- the bow shock and st the ablator surface. .

Boundary Conditions at the Bow Shock

I1f the shock geometry is known, the Rankine-~Hugoniot equations
can be used to obtain the shock boundary conditions. The develop-
ment of these equations in curvilinear coordinates follows directly
from Ref. 3.5, The dimensional Rankine-Hugoniot equations written

in-body oriented coordinates (See Figures 3.2 and 3.3) are:

vg = U2 sin ¢ sin e~ S.Ug cos ¢ cos € [(3.53]

— * '
ug, = v¥ gin ¢ cos e+ p Uy cos ¢ sin ¢ [3.54]

P: S H (oUX cos 612 = P + p* (US cos ¢)7 [3.55])
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Shgpk Wave

Body Surface

Fig. 3.3. Resolution of Velocity Components in a
Body Oriented Coordinate System
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* U 1k *2 *
hs > 2 (uﬁ + ve ) +h [3.56]

The tangential velocity is negligible near the stagnation line

thus reducing Equation 3.56 to

-2
h: - % UX2(1 -p°) coa? ¢+ h:_ [3.57]

Nondimensionalizing Equations 3.53 through 3.57 and dropping P:,

and h: which are of order (p2) yields the following shock boundary

conditions:
vg = sin ¢ sin ¢ - P cos ¢ cos € [3.58]
u = sin ¢ cos ¢ + D cos ¢ sin ¢ [3.59]
P = (1-p) cos? ¢ [3.60])
h, = (1-p2) cos? ¢ {3.61]
or
h, o =1- (ug + v:) [3.62)

where the following nondimensionalization convention has been used.

v* u* h* P* - .L*
vVe-— y==  he= N —— o= =
vk’ 27 2 uk? O oMkt t T o2

The preceding Rankine-Hugoniot relations were obtained by performing
mass, energy, and momentum balances across & thin shock wave. These
relations now enable us to write the shock boundary conditions at

y =86,

u=u
8
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P =P

8
h=h

8
Ci - Ci,s (Ps’ hs) (Assuming chemical equilibrium)
Iv (Tv’s) = 0 [3.63]
The Rankine-Hugoniot equations provide expressions for Ugr Voo

Ps’ and hs' The equation of state and free stream elemental mass
fraction provides the post shock species mass fractions assuming
chemical equilibrium. The specific intensity coming through the
shock towards the body is specified as zero. It is noted that, in
total, four boundary conditions are required for the energy equation
because of its integro-differential nature. Thus, two boundary con-

ditions, enthalpy and specific intensity, have been specified at the

shock.,

Boundary Conditions at the Ablator Surface

In order to specify the conditions at the ablator boundary,
surface balances of mass, momentum, and energy are required. In
connection with these balances, an evaluation is required of the
surface removal mechanisms: sublimation, chemical reactions, and
erosion. The purpose of this section is to integrate the various
surface phenomena through which flow field calculations and the
ablator response calculations are coupled. In Appendix A, the
quasi-steady state equations that describe the ablator response
are presented along with results from numerical solutions. The

arrangement of the surface species and energy balances into a form

suitable—for coupling of the flow field to the ablator rasponse is
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given in Appendix B. This development in Appendix B 1s based on
the assumption that sublimation is the major surface removal mechanism.
The boundary conditions for this investigation can be derived
in either of two ways. The first technique consists of simply formu-
lating a physical balance across the boundaries of the system., The
second technique involves the use of the flow field equations them-
selves, which are integrated across the system boundaries and then
contracted by taking the limit as the spacial increment approaches
zero. Both of these methods should yield the same results. 1In
this development both of these methods will be employed. The first
method has the advantage that the physical significance of each term
in the resulting equation is more readily evident. The integration
technique will assure that all of the necessary terms have been
included.
Species Boundary Conditions: At the char surface the following

general surface balance is known to exist:

convective flux diffusive flux of all contributions
of species 1 on + species 1 on the + to the net flux
the char side char side of the of species 1 due
of the interface interface to the surface
phenomena
(convective flux of diffusive flux of
- |8pecies 1 on flow + species 1 on flow [3.64]
field side of the field side of the )
interface interface
or
k % - *~ *- * % 4+ R4
R A Ji + Si pv. Cy Ji [3.65]
Nondimensionalizing by Es o and U: gives
]
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v ey 43y + 8 =ovcl+a} [3.66]

The surface generation, Si’ can now be quantitatively defined
and the remaining terms of the equation verified by examining the
integral derivation of the species surface balance from the nondimen-

sional shock layer species continuity equation. Equation 3.38 is

now rewritten as

301 8C1
pu % + pv 3y » - %%} + wy [3-67]

where Ji has been substituted back into the equation. Equation 3.67
can be further simplified when we realize that a no slip stipulation

at the surface implies that u = 0 which gives

dJCb.-QL
pv dy dy + wy [3.68]

The generation term in this equation can be expressed as the

sum of contributing effects
“4 ® “thomo * “lher * “4subl [3.69]

where Wiy omo is the net generation of species i1 by means of homo-
geneous chemical reactions, Wipet is the net generation by hetero-
geneous reactions, and Wigub1 is the rate of formation of gaseous
species by sublimation,

Each of the previous terms represents a generation of mass of
species i1 by reaction per unit time per unit volume. For the abla-

*
tor this unit volume contains both gas and solid. Thus {f R1 is

the rate of formation of species { by heterogeneous reaction per
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*
unit of solid surface, A:, then Wipear is given by the following
equation
* R* A*
of, e = 25 [3.70]
AAy

The ratio of A:/A*A; represents the concentration of surface area,
i.e., the available surface area per unit volume of the reacting
system.

In the subsequent steps of this analysis Equation 3.68 will
be integrated across the char interface a distance of A; which will
define the thickness of a control volume of cross-sectional area
A* which contains a total reactive surface area Ai. Equation 3.70

can be written in non-dimensional form by the following manipulations.

Ry AN R* Ry Ar
= |1 = =21 [3.71]
w .
thet (A* Ay*] [p* u;;] A* 2y

This equation can also be conveniently expressed in terms of char

porosity, ep (volume of voids per unit volume), which for an

isotropic material is equal to (A* - A:)/A*. Thus,

Ry E=—w) [3.72]

“lhet © Ay

In a similar manner the sublimation term can be derived as,

S A R B )
“1gubl (A A§][os g:] Ty [3.73]

*
where fi is the mass rate of sublimation per unit area of solid

surface.

Following the sbove procedure, the homogeneous reaction rate

term can be written as
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[3.74]

where w* is the net rate of formstion of species 1 in the gas
i,homo

phase.

Having now defined, quantitatively, the total generation term

in the species continuity equation, the integration technique will

be used to define /i in terms of wys Equation 3.68 can be integrated

as follows:

y+ y+ y+
dcy f dJy
Pv dy = - —_—
JY' dy y ¥y dy dy + fy- (wihomo + Ylhet

+ wisubl) dy

Substituting Equations 3.72 and 3.74 into the above gives:

¢ (y+ - - |Vt y+
. f}" pv d Ci f’:"' d Ji + j}" wihomo dy

fp o me,
Ay

Integrating the above equation noting that ov is a consraat

- <+ .
ov el - pv el = g7+ 0T+ wy Ay + (R + 1) (-ey)

Taking the limit as Ay > 0 and rearranging gives:

oV €7 + J7 + (Ry + /1) (l-gy) = pv Cy + JF

[3.75]
[3.76)
rives
{3.77])
[3.78]

Comparing the atove equation with Equation 3.66 confirms our previous

surface balance and defines Sy the dimensionless surface generation

term, as:
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S1 = (Ri + Ii)(l-cp) [3.79]

Although Equation 3.78 is completely rigorous for all species
which may exist either in the flow field or the char, a more speci-
fic interpretation of this equation can be arrived at for various
types of species which car be grouped into distinct categories.

For example: pyrolysis gases (excluding carbon), carbon gas, all
remaining gases, and finally’ the solid carbon. A more complete
treatment of how these various categories are handled is given in
Appendix B.

Energy Boundary Conditions: Starting with Equation 3.32 the

energy balance at the surface will be developed in a fashion ana-
logous to the preceding one for the species equations. Equation

3.32 is the energy equation in a dimensionless form. This equation

becomes (omitting thermal diffusion)

. 9q
S SH SH - S ST _ - —Ray
Ao pu 33 + ov ™ 3y [k 3y z hyJy] 3y

3 Ju :
b + 3; (uu 3y . [3.80]

Again noting that the tangential velocity, u, equals zero at the

“@g&- surface, Equation 3.80 reduces to
. g
i o d 4Ty | d - =Ry
vty kg dyZhiJi > [3.81]

Integrating the above equation across the char surface gives
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+
+ - dT + -
pvH' - pvH™ = [k " Z hy Jy + qgl
ar_ -, ot
- kg L hy J7 + qp] [3.82)
The above equation can be placed in a more convenient form using
the following equations. The equation for the total enthalpy is
V2
H=h + 3 [3.83]

and, using the definition of the static enthalpy it can be written in

terms of the mass fraction, Ci’ and enthalpy per unit mass of i,

hi‘
. VQ
H=]h C +2 [3.84)
Using the above relationships and noting that kinetic energy terms
are small compared to the enthalpy terms and can be deleted, the

left hand side of Equation 3.82 can be written as

PV Z hy CI -ov ) h1 Ci

[3.85]

The terms on the right hand side of Equation 3.82 will now be
evaluated. Considering the first bracketed term on the right hand
side of Equaticn 3.82, all three terms in this bracket are tc be
evaluated in the flow field and will be retained. 7The first term
is the conductive heat flux, the second is the diffusive energy
flux, and the third, q;, is the energy radiated to the surface

from the flow field. In the second bracketad terw the only terms

of importance are the cunductfion of energy intc the char (kgl )

dy

o
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and the energy radiated by the surface (q;). The resulting equation

after substituting in these relations becomes

d1 - dT +

- + -
pv ) hy (C; = CD +kGe™ - apg = k go

+
- Ihy 3y - g [3.86]

where QR is the energy radiated by the flow field to the surface
and qgrg is the energy radiated by the surface toward the flow field.
The terms with the superscript (-) are evaluated with an ablator
response analysis described in Appendices A and B. The terms with
the superscript (+) are evaluated in the flow field analyses.

The above form of the surface ene:yy balance shows the coupling
between the compositions, mass fluxes and surface temperature.
Thus a simultaneous soluticn of the species surface balances and
the energy surface balance is required.

Momentum Boundary Conditions: 1If a no slip condition is im-

posed at the ablator surface, the tangential velocity, u, is zero
for all x at y = 0. This boundary condition has been used in the
previous species and energy surface balance derivati;ns. This
condition can also be used in the determination of the surface

pressure from the y-momentum equations, Equation 3.31, yielding

— =0 [3.87)

pt o p [3.88)

I : M“T~-*~ﬂ!-—wwn-l|.|‘4

e W rnom i LAy




e

i

B LI B

3

Eif
i

:&M' doo

- DR R——

79

which states that the pressures on both sides of the surface are
equal when considering terms in the y-momentum equation that are
first order accurate.

Global Continuity Boundary Condition: The global continuity

equation is a statement of the conservation of mass and is a first
order partial differential aquation. The solution of this equation
requires the specsfication of the normal velocity at the surface.
More normally the mass injection rate is specified (pv). Figure 3.4
shows that the flow of gases (pgvg) to the surface along with the
rate of solid additionm (pcvr) is equal to the total mass injection

rate, {(pv) This same conclusion can be arrived at by solving

wall’
the global continuity equation, Equatfon 3.37, at the surface

d
E; (ov) 0 [3.89]
which upon integrating becomes

ov]™ = ov|T [3.90)

)

or
Pg Vg * Pc Vr = PV yall [3.91]
The terms psv8 and PV, are determined from the ablator response
characteristics,
In summary, the derivation of the wall boundary conditions
has been completed by applying surface mass, energy, and momentum
balances. These balances describe the interaction of the ablator

with the filow _ield. Appendix A develcps the equations which

describe the ablator response and Appendix B shows the coupling
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that exists between the gpecies and energy surface balances. The
behavior of the flow field is governed by the shock layer equations
along with its boundary conditions and initial conditions., To com-

plete the flow field specification, the initial conditions will

now be discussed.

Initial Conditions

In order to obtain initial values for the shock layer solution,
a reduced set of thin shock+layer equations must be solved at x = 0
along y, the stagnation line (see Figure 3.2). The solution of this
set of equations is important because any distributional shock
layer solution, due to its parabolic nature, is only as valid as its
initial values.

The solution of the stagnation line equations by direct methods
has been approached in two ways. The work of Ho and Probstein
(Ref. 3.6) typifies the stagnation region solutions which use
expansions of the dependent variables in x to obtain the stagnation
and rear stagnation line eguations. The work of Hoshizaki and
Wilson (Ref. 3.7) typifies the stagnation line solutions which
determine the stagnation line equations by formally taking the limit
of the terms in the shock layer equations at x = 0 using symmetry
conditions. The latter method is used in this analysis.

Engel (Ref. 3.8) develops the stagnation line equations by a
detailed derivation from the thin shock layer equations. The global
continuity, species continuity, and energy equations are reduced by
taking limits and noting that at x = 0, u = 0, the species and

energy equations become ordinary differential equations. The

| ! ﬁ“!
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x-momentum equation yields a trivial solution in its unaltered
form, therefore the x-momentum equation is differentiated with

respect to X and its limiting form along the stagnation line is

determined.

82

The normal curvature effects are dropped and only first order

terms are kept. The resulting equations are

Global Continuity:

au =1 3
2 oX p 93y (ov)

Species Continuity:

a1 =2

PV Sy = oy Uiy) Ty
x-momentum:

20l @] pet @ 4o @Y+ BB o

oy 9y 9y dy '9x X 9x

X=0

x—momentum:

3P

y 0

Energy (Enthalpy):

s dn 3 dn ; dn

-xd [p-“ I h dci] + =R 7 (eW) 901 dhy
5% dn Cp 1 dn Re _3° Sc dn dn
4 dc
~*—“’—:rRe$¢_.S Ihy [P_E 1]_2;5

dn iS¢ dn

Energy (Temperature):

dT d dT dqRr
Vgt byt k) -5

- dT
+ ).Cpi Jq dy

[3.92]

[3.93]

[3.94]

[3.95]

[3.96]

[3.97]

P |
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Using the nondimensional quantities- given previously, the

global continuity and momentum equaticas can be placed in dimension-

less form as follows:
Global Continuitz:
w1 3
2 % T (pv) [3.98]
X-momentum:

1l 3 3 ,ou 9 ,ou du
——Resg (u 5y ) - ov 3 Gy Gl v

2
X
Y-momentum:
aP

Species Continuity:

iy { [3.101]

EL PO VI S5 W S SRS T
PVoy tvigy =2 (cp 3y ~ 23y © Lhy 3y
Loy i 3G ohy L 2oLy LR 3,102
+ReBESc 3y dy +Reszhi 3y e oy ( ]
Energy (Temperature):
dT d , dT
el . +2S (k&Y -2
ov Cp 5 Y hy wg +2 3y € &)
. dT 3.103]
+ Pesz Cp1 J4 dy [
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; The second derivative of pressure term in the x-momentum ‘
- equation can be evaluated at the shock using the Rankine-Hugoniot
equavions 1if %5 is assumed- zero. This pressure term is
22 . 5D [391]2 [3.104]
ax2 ax

For a concentric shock %f = 1. The concentric shock assumption is

usually rather good for hypersonic flow, however in this derivation

%& will be treated as a parameter and thus will be left general.

Substituting this term into the momentum equation yields

1 9 BBy o 2 Yy 3y
ReB y (u 3y (Sx)) ev oy (ax) °(ax
+27 -9 a0 [3.105]

To obtain a more classical f~rm of the momentum equation, a velocity

function is defined

' 4 oy, Lim u
W ——m = —— T
f Bx/ " 270 g a function of y [3.106] |
1
where 1
—-’-‘aus O- —a-g + I’y .?—e- j;
3% ox P ox [3.107] i

from the Rankine-Hugoniot equations. Substituting into the momentum

equation yields

g, + 20 Up) 24, (3.108]

The stagnation line equations can now be transformed using the
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Dorodnitzn transtormation 4s was usea for the thin shock laver
equations. For this transfc -ation, Equations 3.43 through 3.46
are applied
E=x [3.43]
f;’ pdy
N = ——— [3.44])
8
B3 L33
ax | 3¢ * 3k [3.45]
3 p 9
3y = X T [3.46])

where 9n/3x equals zero at the stagnation line, The resulting trans-

formed equations are

Global Continuity:

—————

au )
2 Yl N (ov) [3.109]

Ot fp

Species Continuity:

gvde | 1 d pdepy 44
8 P

dn  Reg§2 dm" 'S¢ dn [3.110]
Velocity function:
-1 3
f om JUL0E LBV ue [3.111]
du_ 3¢ u an *
8,0 8,0
ag
X-momentum:
4o oudEy oy pe s 8
dn dn g dn
Re. & . m 2
3 - - 3. t <«
— A -0Eh - 2R ) T 0 [3.112]
’(. §| ) . p5Y
9E
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&
' y-momentum:
~ dP
Energy (Enthalpy):
’ £ 3h o%v® 3v "0 3 . k sh, 2 2
ov £ 2, NP RS N
8 - ~
. g o i 3n g2 3n T Cp on g4 on
ok gci oC 3h
(‘—1lh ( )y 1 1
Cp 2 1 %n Re §2 2 an  23n +
—P L E;L 3.114
Energy (Temperature):
BY Cp dT gy My 4 2 4 (4T
To iy P v ek )
- - 2E 9{?5 Cps 4G 4T [3.115]
: P Reg 67 S¢ dn dn
=.«Aé k ]
Integrating Equation 3,111 yields 1
9 i
v au ~ |
pv = - 2 (-—329) X3 [3.116] ,
1
- »
Y Equation 3.116 can Le used to eliminate pv from the x-momentum J
a . :
. equation., This procedure results in a third order nonlinear '
) ordinary differential equation. |
Guf"' + [2 Re_ &2 (Qij%rﬂ)] ££" 4+ !
SENRLEY Re_32 25 (1-p) ®2 @ 2 42 |
N . - . )
| ®s 07 [ 2eLlo0) By {180y (¢')") - 0 ‘

. . . 3 ;
o ‘:rw& | [3.117)

L A o

s lamns i - )
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The boundary conditions for this equation are
L
f =1 at r o= ]
L
f =90 at n=20
fomfym VW
~ at n=0 3.118
28 (Bug oME) ( ]
In addition, Equation 3.116 has a boundary condition imposed on it
to determine the transformed standoff distance, §&.
f=f = _'_'.ggﬂ'lﬁ_ 1
s 7,9 U at n =
265 [3.119]
The momentum equation can be reduced to a first and a second order
equation by defining
t
f
{ = == [3.120]
8
and substituting into Equation 3.117
" 32 (95 0o ' '
(pu)z" + [2 Reg ¢ (—s-g—)f+(ou) lc
. 2 Reg 6§ p (1-p) 2
- EREL 2 u. s 39,
Reg § (—gz-ﬂ)c ( ETI— ) (ag) [3.121)
£ (——%t—)
The resulting boundary conditions for Equation 3.121 are:
. =0 at n=20
z = 1/8 at ne=1 [3.122)

Equations 3.120 and 3.121 can now be solved simultaneously to give
t and f. Equation 3.119 can then be solved for the transformed

standoff distance, F,

- o e atm

| —nd
R

B
el

.
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The foregoing discussion of the stagnation line equations
complet s the formulation for the initial conditions needed in the
solution of the thin shock layer equations. The boundary conditions
for the energy and species stagnation line equations are the very
same as those discussed for the shock layer equations, i.e. the
Rankine=Hugoniot relations and the surface balances. The shock
layer solution requires one more pilece of information to be com-
pletely specified - the shock geometry. The following section
describes the geometrical relatior necessary in determining shock

shape.

Shock Geometry

There are three methods which may be used to determine the
shock shape and pressure distribution around the body. First, the
technique used in Reference 3.9 and 3.10 and others car be used.

The shock shape is specified a priori from which the wall pressure
distribution is calculated as the solution proceeds around the
body. An output shock shape is calculated from the geometrical

relation (Ref. 3.11).

¢ = tan" ) [(d6/dE)/(1 + k6)) [3.123] ®

where § is calculated as a result of the x-momentum solution. This :
output angle is compared with the input angle and if the input and
output meet a specified tolerance, the soluticn is said to be

converged.

The second technique of predicting shock shape involves speci-

fying a wall pressure distribution a priori. Preferably this dis-

tribution is known from experimental data for hypersonic Mach
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numbers. The change in pressure due to radiation coupling is
Justifiably neglected (Ref. 3.9), and a shock shape is also assumed.
The shock layer equations are solved around the body and the cal-
culated and input pressure distributions are compared. The shock
shape is then numerically adjusted according to the pressure dif-
ferences. This calculation is repeated until satisfactory pressure

convergence is obtained,

Tha third technique involves a simultaneous solution of the

geometric relation

£
§ = j (1 + «¢) tan ¢ df + € [3.124])
o

with the shock layer equations. The pressure behind the shock and
the pressure at the surface are calculated as part of the thin
shock layer solution. Only one around the body iteration is re-
quired for this technique.

The first two techniques have been implemented in a modified
version of the computer program described in Reference 3.9 and 3.10.
Unfortunately both of these techniques have severe limitations.

The first method consumes a large amount of computer time because
many around the body iterations are necessary to insure convergence.
In addition, each estimate of shock shape must be made by hand.

The second method also consumes a great—deal of computer time for
the same reason - too many iterations. The second technique does
have the advantage over the first that the input and output pres-
sures are smooth allowing an automatic update of the shock shape

by the computer. However, this technique does not necessarily

satisfy the geometrical differential equation, Equation 3,124,
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o Engel (Ref, 3.8) concludes, therefore, that since the first two

gl

techniques ara subject to undesirable limitation, the third tech-
nique should be implemented.

This section concludes the development of the mathematical
l' equations which describe the shock layer surrounding a reentering
blunt vehicle. The solution of these mathematical equations is
1 taken up in Chapter V where a numerical procedure is developed
which requires that the thin shock layer and stagnation line equa-
tions first be linearized. The linearization of these equations,

x therefore, is carried out in the next sectior.

v,

Quasilinearization of Shock Equations

! The differential equations can be made linear in the unknown

| variables by performing a Taylor series expansion and truncating

‘; after the first derivative term of the Taylor series. Coupling
between the equations is eliminated in this analysis because com-

i_ puter storage becomes excessive with many chemical species. Coupling

between the equations is required for the quasilinearization techni-

que as defined by Bellman and Kulaba (Ref. 3.12), but the uncoupled

procedure is shown to be computationally superior by Blottner

(Ref., 3.13). Therefore, the present scheme uncouples the conserva-

tion equations.
The thin shock layer equations and the stagnation line equa-
tions, with the exception of global continuity and y-momentum, can

g, be written in the following general form

32w oW oW j
+ — + + — R .125 !
n? ul = + q? W 03 au TE 0 (3 ]
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where a), az, a3, and a“ are the linearized coefficients for
Wa 7z, Wesu W= Ci’ W=H, and W = T, These coefficients are
as follows
X momentum (stagnation line, W = )
2 Reg, 82 3 ug '
=2 78> 0)f + B
% oM =) pu
23
. -_2Res_6 81.180)C
2 pu 9
— 2 ~2
"1 1- (ﬂ) + S (B_us‘_g)CZ]
a3 - 2Re35 02y (a&ag o) 13 20u 3¢ [3.126]
a =0
Y
x-momentum (shock layer, W = u)
o '-l-l(pu)' - Re_ 6 pv - Re :52\-\9-'1]
1 PH 8 8 ax
—Re 32
a -—-—Reag (A!. + ﬂl .a.t.". + __2811 .aﬂ ]
2 = 3§  3x 9n 0 X
PU
Re 62 2.
o = S [u_al'l.-l?.g.’.uméﬂ...u_s.a.ﬂ]
3 pu 3 p 3¢ X 3an p Ox
Re &2y
o m - =8 {3.127]
a PU
Species Continuity, W = Ci
e g SR Bov-R 3 o2
a B[B Resépv Res uax]
~2
. Rea ) 3 (1:)1)
2 B 3Ci e
e A | 4 "




i,

Re 8 W w
- —B i it |
o, . [ Ger &N ¢l
~2
~Re 67u
a = —2
* B
where
B = pu/Sc

Energy (Enthalpy): W=nh

C ~
uG an _ pvé
cl1 pk ey an ( ) ox 2 ]
o =0
2

32
e aci«-[ ek -%%]Zhia—acé-

3n © |2 RegS

d du 32y
¥ Re, [an ["““] an T PMU G 2]

%2 u? ou u2 on . pvu, du av
s et (W) Gt
(uv +-L-)
- 232

4 2ok

Energy gTemgeraturez: W=T

-l ' . pvécp KoY
o "ok | PR Tt TR L O
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Equations 3.125 through 3,131 can be used to numerically solve
the shock layer problem. The species and energy equations can be

applied at the stagnation line simply by noting that the tangential

velocity, u, equals zero, thus making a“ zero along with terms in
;' the energy equation that contain the normal derivative of u.
Chapter V treats these equations further by placing them in finite

difference form and describing the numerical solution procedure.

Summary

The thin shock layer equations have been derived from the
general conservation equations in vector-tensor notation. The
resulting partial integro-differential equations require two sets
of boundary conditions and one set of initial conditions due to

their parabolic nature., The boundary conditions are given at the

é , bow shock by the Rankine-Hugoniot relations and at the ablator
J». surface by the surface balances. The initial conditions were

A”’,‘ derived from the thin shock layer equations by taking the limit as
. ; h x approached zero which yields the stagnation line equations (along

{ e

the line of symmetry). The shock layer equations were then

e L B - b I '



94

nondimensionalized, transformed, and quasilinearized for ease of
numerical solution,

In order to solve the final set of equations, thermodynamic,
transport, kinetic, and radiation properties must be known. The
next chapter describes how these properties are obtained and gives
the values used in the solution of the equations. In Chapter V
the quasilinearized shock layer equations are finite differenced
and the method of solution, stability, and results of numerical

experimentation are demonstrated.
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CHAPTER IV

TRANSPORT, THERMODYNAMIC, RADIATION, AND
RINETIC PROPERTIES

Introduction

In the previous chapter the conservation equations were developed
into a form that will be finite differenced and placed into numeri-
cal solution form in the following chapter. However, first the
coefficients in these equations contain not only the dependent
variables, but alsc transport and thermodynamic properties along
with gencration terms of mass and energy which must be evaluated.
The production or generation of mass is described by the chemical
kinetics of the multicomponent reacting system. The generation
terms for energy include that due to chemical reaction and that due
to radiative heat flux,

It is important to have an accurate description of these terms
in order to have a valid mathematical model. In general, the trans-
port and thermodynamic properties and the chemical and radiation
generation terms are functions of temperature, pressure, and chemi-
cal composition. Theoretical values of the transport and taermo-
dynamic properties for pure components are curve fit and used in
correlation formulas to predict mixture values. These curve fits
allow a reasonably fast method of computation in contrast to the
more rigorous theoretical computations which are extremely time
consuming. This chapter is devoted to presenting the form to be

97
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used in the numerical computation of the tramsport, thermodynamic,
kinetic, and radiation properties of a multicomponent system. The
numerical values for the curve fits and kinetic equations are
given in tabular form for the ablating-flow iield system under

consideration.,

Chemical Kinetics

The generation of mass in the species equation and the genera-
tion of heat in the temperature form of the energy equation are
given by the reaction kinetics of the system. The reaction rate is

a function of density, temperature, and mixture composition.
w = w (o, T, C) f4.1]

The race is given by the Law of Mass Action as

M » k n C Sk M kgg n v'
r] [ k] | ' f£4 [ Ck] k]
- no e = - N {emt 4.2
“g 321 ST R ™ 151 Y13 oMy (PP (4.2]

where n is the number of species present and M is the total number

of chemical reactions. The coefficients kfj and krj are the forward

and reverse rate constants respectively for the jth reaction and are
taken as a function of temperature only. The forward rate constant

has the form

Koy = ApsT ) exp [ ~Egq/ [RT ] [4.3]
£4 £3 exp 1 =%f) .

where A_, i8 referred to as the frequency factor and Efj is known

£3

as the activation energy. Afj’ Sfj’ and E_, are constants for each

£3

reaction. The reverse rate constants can be determined from the

equilibrium constant, Keq’ for elementary reactions using the
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following relation

keg = keg/Keq, [4.4]

'
The stoichiometric coefficients Vij and v1J are defined by the

following expression for the jth chemical reaction equation

n
I Vi B> Z_J'ij P, 1=1, ... M [4.5]
1=1 © a1

where Ri and Pi are the chemical symbols of the reactants and
products respectively.

Also appearing in the quasilinearized species equation, Equa-
tion 3.128 is the reaction rate linearized with respect to species
"1", The quasilinearized form of the energy equation, Equation
3.131, requires the reaction rate linearized with respect to tem-
perature, These quantitiescan be derived from Equation 4.2 and are

expreseed as follows:

> [0, 2 (‘;'13-1) "o kg
i, G ma A8

j=1 k=1
k#d
M Y n C v'
vo2 13-1) [ k] kj
- (v,,Y k., C n o
,El 13 £1 1 k=1 U M [4.6)
ked
and
2 (w) o F e [Ck]ij
T T 321 ¥13 (_'ij'+l;‘t) k Jknl %
Caig, M \)'
R (__1 Erg gy n [pck] k3
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These partial derivatives can be analytically evaluated if the
chemical kinetics of the system areknown and used in the numerical
solution of the species and energy equations for the shock layer.

The problem now rests in the specification of the chemical
kinetics that describe the shock layer. There are innumerable
possible chemical reactions that can take place among the air and
ablation product species that are present in the shock layer
adjacent to an ablating blunt body. However, to be able to solve
the transport equations, a set of important chemical reactions must
be selected that accurately describe the chemiscry of the reactioms
of ablation products and air species. This information is stored
in the form of a computer implemented data management file which
presently contains several thousand reactions.

It was necessary to examine this extensive set of reactions to
arrive at a listing of most probable reactions. These probable
reactions were selected from the kinetic data management system.
This set represented a totzl of 44 reactions involving 28 species.
Currently, it is not possible to consider a solution of the trans-
port equations with this manyspecies and reactions. Therefore, this
preliminary list was then re-examined for key reactions to repre-
sent the chemical system. The selection was based on the species
anticipated to have the largest compositions and presumably, there-
fore, dominate the energy absorption of the system. These 16 key
reactions among 19 species are given in Table 4.1 along with the
recommended vaiues of the rate constants. The forward rate con-
stant listed was the best experimental value or was compited tneoret-

ically. The reverse rate constant was computed using Equation 4.4
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assuning the equilibrium constant could be expressed in the form,
Keq ™ exp [A+B/T] for the temperature range from 3000°K to 15000°K.
The system shown in Table 4.1 includes 16 chemical reactions with
19 species,

In Table 4.2 the Previously omitted ablation product and
combustion reactions are given. Shown in Table 4.3 are the addi-~
tional air and hydrogen combustion reactions. Some kinetic data

is available for these; but, as a matter of convenience, it has

not been included.

Transport Properties

Generally, investigators in the area of shock layer solutions

.. have resorted to the classical Chapman-Enskog kinetic theory rela-
tions for estimation of the required transport properties. The
modification of these relationships to account for polyatomic,

reacting mixtures results in very cumbersome equations. In some

cases there are simplificatbns which can be applied without sub~

stantial loss in accuracy. At this point, it becomes desirable to
optimize between accuracy and computation time. A wide variety of

methods for estimating these properties has been developed in just

this manner. 1In this section, a formulation is provided from which 5
an optimum method to accurately compute high temperature transport
properties with reasonable computational convenience is presented. j

These properties, along with comparisons with other investigators,

are deveioped in more detail by Esch et al. (Ref., 4,1), The fol-

YRR

lowing discussion 18 based on Esch's work.

- Viscosity: The relationship employed for the prediction of mixture

. viscosity is the commonly used Buddenberg-Wilke correlation (Ref, 4.2).
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Table 4.2.

CHA, CHS’ CHZ’ CH Reactions

1. CH, 7CH, +H
2. CH, 2 CH, +H,
3. CH, 2 CH, +H

4, CH, +CH + H

2

5. CH,+H 2CH4 H

2
6. CH2C+H

2

7. C+H, 2CH+H

2

8. CHZ+02CO+H

CN Reactions

2

1. 20N 2¢C, +N,

2, CN+0 2N +CO

Table 4.3.

Air Reactions

1. 0, +M 220+ M

2 «
2, N2+M;;N++e°+M

3. NO+M2IN+O0O+M

<«

4 NO 4020, +N

5. N, +0 2NO +N

2
+ . -
6. N+0 2NO +e

Additional Ablation Product

1.
2,
3.
4,

5.

1l

2.

3.

104

and Combustion Reactions

CZHZ’ C2H Reactions

CZH?.«’-F{;:C2 2

CpH, + 0 7 CH, + CO

CH, + OH 3 C,H + Hy0

CH+H2C,+H,

C,H + 0 2 CH + CO

H+H

Other Reactions

C,H >CH+C

4 3

C,H 2 CH +C

C2+H20+Cﬂ

Additional Air and Hydrogen Combustion Reactions

Hydrogen Combustion Reactions

1.
2.
3.
b,
5.

6.

H+0, 200 +0

O+H, 7 OH +H

+ -
OH + H, 7H,0 +H

20H 2 Hy0 + 0

H+OH+MZHO+M

H+O0+M20H+M
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The mixture viscosity is calculated from the pure component vis-

cosities with the relation

n Y. u
= 1.1;_3;_1__ (4.8]
jlej %

The coefficients ¢,, are a function of the pure component viscosi-

1]

ties and molecular weight ratios.

1 ‘fi.-l/Z 21-1/2 E1.1/4
e A R b

3 [4.9]

where the pure component viscosity in this analysis is calculated by

the second order polynomial curve fit

b =a, +bT+ ¢, 12 (4.10]

The above curve fit is obtained using the data from theoretical
predictions (Refs. 4.3-4.7). This curve fit can then be used for
computer inplementation. A summary for the empirical constants
required for Equation 4.10 is given in Table 4.4.

Thermal Conductivity: Mixture thermal conductivity is calculated

in the same manner as mixture viscosity

K = Z i1
n
S A (4.11]
PRIt

where k 1s the frozen mixture thermal conductivity and ¢ij is
defined by Equation 4.9. As with the viscosity, the pure component
thermal conductivities were obtained from the theoretical predic-

tions of Refs. 4.3-4.7. Examination of the data revealed that a
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Table 4.4
Empirical Constants for Viscosity Correlation
Wy = a, +b,T+ ciT2 ?E%EEE (Ref, 4.1)

Species a x 10° b x 1¢7 c x 10°2 g::z:r?giie
02 1,693 0.1496 -0.2276 2,000-10,000
N2 0.970 0.1613 -0.1916 2,000~10,000
0 1.519 0.1875 -0,2228 2,000~10,000
N 0,253 0.2206 -0.3737 2,000~10,000
ot 0.0 0.0500 ~0.1000 8,000-15,000
Nt 0.0 0.0500 -0.1000 8,000-15,000
e 0.0 0.0500 -0.1000 8,000~15,000
c 1.997 0.1772 -0.3378 5,000-10,000
H 0.294 0.0889 -0.0811 4,000-10,000
H2 ~0.079 0.0791 -0.0886 4,000-10,000
co 2,404 0.1363 -0.2184 4,000~ 9,000
C, 2,019 0.1179 -0,1655 1,000~ 5,000
CN 2,404 0.1363 ~-0.2184 4,000- 9,000
C,H 2,404 0.1363 -0,2184 4,000~ 9,000
c2H2 1.396 0.0842 -0.6939 1,000- 5,000
C3H 2,019 0.1179 -0.1655 1,000- 5,000
CAH 2,019 0.1179 ~-0.1655 1,000~ 5,000
HCN 1,378 0.0965 -0.0948 1,600~ 5,000
C2 1,931 0.1393 ~0.2575 4,000~ 9,000
C+ 0.0 0.0500 -0.1000 8,000-15,000

e A i e e e
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linear fit would be satisfactory for accurate correlation.

k, = a

. +b,T [4.12]

i

A summary of the coefficients required for Equation 4.12 is presented
in Table 4.5.

Binary Diffusion Coefficients: In view of the multiplicity of binary
interactiones required, it was decided that the following Chapman-
Enskog equation for the prediction of binary diffusion coefficients

would be used (Ref. 4.8).

28,28 x 10~ T3/2 [M +M /2 2

. X

T o, LD [21M Mi] T [4.13]
13 1) b S | *

where 01j - (o1 + oj)/Z. the quantities o, and o being the collision

diameters of the interacting species. The quantity, Q(isl). is

the Leonard-Jones collison integral for diffusion as determined by
the following empirical equation

"1- 56

albsd) 2061 (7)) [4.14]

i} 1]

These constants were obtained from a curve fit of the Leonard-Jones

*
potential as reported by Hirschfelder ia Ref. 4.8 for 10 5-Tij <

1000 which includes all species and temperatures considered in the

*
current study. The quantity Tijis computed as

* T
T = [“015]
13 eqqnx

where ij = Jeiej, €y

energies of species 1 and j.

and aj being the characteristic interaction

—

—_

]

1

|

1

i
]
[
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Table 4.5

i N o

Empirical Conctants for Thermal Counductivity Correlation

' k1 = a + bT (BTU/ft-sec-°R) (Ref., 4.1)
Species a—x 105 b x 108 gﬁg:rﬁfge
o, 1.019 0.4901 2,000-10,000
N, 0.654 0.6457 2,000-10,000
0 1.250 0.7092 2,000-10,000
N 1.281 0.8593 2,000~10,000
| ot 26.0 0.0 8,000-15,000
2 Nt 26.0 0.0 8,000-15,000
e 26.0 0.0 8,000-15,000
c 2.506 0.7479 —_5,000-10,000
H 2,496 5,129 4,000-10,000
H, 3,211 5. 344 4,000~10,000
co 0.859 0.6233 1,000~ 5,000
c, 0.630 0.5804 1,000~ 5,000
CN 0.859 0.6233 2,000-10,000
c,H 1.126. 0.7439 1,000~ 5,000
C,4, 1.126 0.7439 1,000~ 5,000
C, 0.630 0.5804 1,000- 5,000
C,H 0.630 0.5804 1,000~ 5,000
HCN 0.486 0.8714 1,000- 5,000
R c, 0.859 0.6233 1,000~ 5,000
ct 26,0 0.0 8,000~15,000




S,

€1/ i

The collision parameters for O, N, 0+, N+, and e were estimated from
the theoreticaliy determined binary diffusion coefficients reported
by Yun, Weissman, and Mason (Ref. 4.3) and by Yos (Ref. 4.7). The
behavinr of C+ was then assumed to be similar to that of N+. A
summary of the collision parameters emﬁloyed in the present stuay ie

given in Table 4.6.

Thermodynumic Properties

The thermodynamic properties of heat capacity and enthalpy ap-
pear in the energy equation of the thin shock layer equations. Data
for thermodynamic properties was obtained from References 4.9-4,13.
In Reference 4.13 the appropriate species for the shock layer are

presented with polynomial fits for a range of temperature of 300°K

I A .ﬂ~“~m1 o R H, |
1
|
i .
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Values for the collision parameters, 9y and ei/k for 02, Nz. c,
H, HZ' co, CN, C2u2’ HCN, and C2’ were obtained from Svehla (Ref.
4.6). Since no data was available for C3, CZH, C3H, and Caﬂ, it
was necessary to develop correlations based upon similar species.
Esch (Ref. 4.1) developed the following correlation structures
for the prediction of the collision parameters of the above light
hydrocarbon species.
Collision Diameter:
o, = 2.69 + 0.0514 Mi [4.16]
Interaction Energy (Cn molecules): ?
Interaction Energy (Cnl-ln molecules): :
= -105. + 12,4 M [4.18]

|
!




Collision Parameters Employed in the Current Study

Table 4.6.

Specles M

1 o4 €1 /k
o, 32,000 3,467 106.7
N, 28.016 3,798 71.4
0 16.000 7.990 106.7
N 14.008 7.940 71.4
o 16.000 14,220 106.7
N 14,008 14,930 71.4
e 5.486 x 10~ 14,930 71.4
c 12.001 3,385 30.6
H 1.008 2,708 37.0
H, 2.016 2.827 59,7
c, 36.033 4,450 128.0
CN 26,019 3.856 75.0
c,H 25.030 3.880 205.0
C,H, 26.038 4,033 231.8
C,H 37.041 4,600 356.0
cH 49,052 5.210 504.0
HCN 27.027 3.630 469.1
c, 24,022 3.913 78.8
ct 12,011 15,000 30.6
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to 15000°K. The heat capacity of species "i" is expressed in terms

of temperature in the following form

Cpi
—p1 2 3 4
= a; + azT + a3T + aaT + aST [4.19]

The coefficients 8y through ag are given in Appendix C for the shock
layer chemistry constituents. In addition to heat capacity data,
enthalpy is required. The enthalpy of species "i" is obtained from
the relation

T °
h, = f Cpi dT + hi
298

298 {4.20]

-]
where h1298 is the enthalpy of formation of species "i". The poly~-
nomial form for enthalpy follows directly from the integration of

Equation 4.20 by substituting in the heat capacity from Equation 4.19.

h a2T a3T

5 6
Ir&..a + + + t—tT [4.21]

1 2

w
£

The mixture values of heat capacity and enthalpy have the simple

relationship
n
c, = 1oy, Cot [4.22]
i=1
and
E
=1 i1

where Cp is the frozen total heat capacity and h is the total static

enthalpy.
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Radiation Properties !

Radiating shock layer analyses can be catagorized by means of
the radiation transport model employed, i.e. whether the gas is
treated as transparent, gray, or nongray. In a transparent gas,
fluid elements are assumed to emit locally but not absorb radiative
energy. Both gray and nongray gas fluid elements locally emit and
absorb some of the incident radiative intensity that originates
from the other fluid elements in the shock layer. However, the ef-
fect of this self-sbsorption differs markedly between a gray gais
and a nongray gas. The gas absorption coefficient is independent

of wavelength for the gray gas assumption, whereas the nongray gas

model includes the wavelength variation of the gas absorption coef-
ficient, either approximately or in detail. The nongray model

is the most realistic treatment for atmospheric reentry although it
is also by far the most time-consuming computationally. In addition,
each of the three categories can be subdivided according to whether
or not the gas dynamic flow field is assumed to be coupled with the
radiative energy transport. If no coupling is assumed, the computa-~

tion of local flow field variables neglects local emission or

absorptiocn of radiation, ard the radiative energy flux is subsequently
calculated by integration over the resulting (nonradiating) flow
field density and temperature profiles. The more realistic case is
that of radiative gas dynamic coupling, where the fact that the
flow field variables depend on radiative emission is accounted far.

It 1s not intended to present a complete mathematical formu-
lation of the radiative gas dynamics in this section since a

formulation of this type is given in detail by Engel (Ref. 4.14).
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The following discussion will be more qualitative and will attempt
to justify the radiation model used in this analysis by comparing
results with other investigators., The present analysis 18 a nongray
radiation model which is coupled to the flow field variables.

The radiative flux divergence (3qR/dy) appearing in Equacion
3.35 is defined as follows (Ref. 4,15):

41
o " [ aly, v) [B (y, v) = I (y, v, 2)] dQdv [4.24]
(o) (o]

where 9 = the radiative flux in the normal direction from the body,
a(y,v) = volumetric absorption coefficient,
B(y,v) = Plankian radiation intensity,

I(y,v,R) = radiation intensity,

aQ solid angle about the unit vectorlﬁ,
v = frequency.

With given temperature and species profiles, Equation 4.24 can
be evaluated theoretically. However, due to the discontinuous nature
of the absorption coefficients, numerical integration is a formidable
task. Typical absorption coefficient distributions are shown in
Figure 4.1 to illustrate the extent of this problem (Ref. 4.16).

To overcome the numerical difficulties associated with the
integration of such distributions, the frequency range is sub-divided
into regions (bands) in which the discontinuous variations are
averaged. Continuum radiation bands are used to represent wide
regions of continuous radiation while line bands are used to model the

effects of the various discontinuous (line) contributions. The use

of more bands obviously leads to a more accurate representation of

R —

i
1
I
|
i
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the radiative process. However, in developing radiation models

for computer f:plementation, some compromise must be reached between

computer time and the number of bands.
p The radiation model used in the present work is a revision
(Engel, Ref. 4.14) of a coupled line and continuum model originally
developed by Wilson (Ref. 4.15). This model provides a useful tool
for evaluating the radiation flux and the radiative flux divergence
across a slab of gas containing both air and ablation species.

The existing program (LRAD) contains twelve continuum frequency

bands and nine line bands. A comparison with a more detailed

model (RATRAP) in Reference 4.17, demonstrated that the existing

analysis predicted total heat flux values to within 5%. The species
considered in the model used in the current study are shown in
Table 4.7.

The radiation model was included in reduced form (air species
only) in a program called VISRADI which was developed by Spradley
and Engel (Ref. 4.18), Figure 4.2 presents a comparison of dimen-

sionless radiative heating rates as a function of free stream

velocity by several investigators. For this no mass injection case j
the comparison is quite reasonable. All investigators reported on
this figure have line and cuntinuum radiation calculations for air f
at the stagnation line. Although this case does not contain the

effects of ablation species, it 18 a standard for corparison of

computational techniques.

g

Summarz

The terms in the thin shock layer equations have now been com

pletely specified. This chapter has presented the values to be

L
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Table 4.7

Species Considered in LRAD Radiation Model

Continuum and Lines Continuum

C co

H C2

N C3

0 02
H,
Ny
CAH
e

Irr gy,

—— e s p——




AR

Normalized Radiative Heat Transfer Rate

(aR/% PolUa )

.12

.°4

.02

/
W, Pg = 1 atm .25
/ R
o Flux scaled“(§ -
No mass injection
| N 1 | L L 1
40 45 S0 Y 60

Velocity (10°* ft/sec)
QO Rigdon, et al. (Ref. 4.16)

——- Page, et al. (Ref. 4.19)

A Wilson (Ref. 4.15)

e=w— Esch (Ref. 4.1)

Figure 4.2, Comparison of Dimesnionless Radiative

Heating Rates.
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used for the tramsport properties, viscosity, thermal conductivity,
and binary diffusion coefficients; the thermodynamic properties,
heat capacity and enthalpy; and the production terms, chemical
production and radiative energy production. With these properties
| known, it is now possible to solve the complete simultaneous set of
shock layer equations along with their initial and boundary condi-
. tions, In Chapter V these equations, as given in linearized form in
Chapter III, are finite differenced, and they are placed in numeri-

cal solution form.
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CHAPTER V
NUMERICAL IMPLEMENTATION OF THE

SHOCK LAYER EQUATIONS

Introduction

In Chapter III the thin shock layer equations were developed
into a general quasilinearized form suitable for numerical solu-~
tion, The coefficients (a's) in these equations are functions of
the local temperature, composition, and pressure. The transport,
thermodynamic, kinetic, and radiative properties of the system
required for complete description of these coefficients were dis-
cussed in the previous chapter. The general quasilinear equations
are a set of parabolic partial differential equations which can be
solved by an appropriate finite difference technique., The
numerical finite differenced form is presented in this chapter
along with a discussion of stability, convergence, and general
computational experience. The numerical technique uncouples the
finite differenced equations and results in a tridiagonal matrix
which can be solved efficiently using the Thomas Algorithm.

Detailed results are presented in the following chapter using
the numerical scheme described in this chapter for heating rates
to an ablation protection system typical of reentry from planetary

missione.
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Coupled Ablation Flow Field Analysis

A simplified flow diagram of the overall flow field-ablation
analysis, as developed in this study, is given in Figure 5.1. The
analysis is initiated at the stagnation line or line of symmetry
on an axigymmetric body of arbitrary shape. The major input data
consist of free-stream velocity (U,), free-stream deunsity (pw)
which is indicative of altitude, body radius (R), and mass injection
rate (RVW). 1Initial estimates of all other variables and profiles
are automatically developed by the program unless the user over-
rides them. The parameter, mass injection rate (RVW), is varied
until the heating rate from flow field to ablator surface agrees
with the energy absorbed and reradiated by the ablator - in
essence, satisfying a surface energy balance for a fully coupled
solution. The results are punched out on cardég far ths stagnation
line at the free-stream conditions specified.

The analysis proceeds around the body by using the results
from the stagnation line as initial conditions. The ablator
mass loss rate profile is specified as a function of distance
around the body which also determines surface heating rate and sur-
face temperature from the surface energy balance. When the cor-
rect mass loss rate profile ha been selected, this fact will be
reflected by a matching heating rate profile from the flow field.

The program first determines boundary conditions at the bow
shock and the ablator surface. Thermodynamic, transport, and
radiation properties are then calculated using assumed temperature,
pressure, and composition profiles. Subsequently the shock layer

equations are solved yielding profiles of pressure from the
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y-momentum equation, tangential velocity (or velocity function,
f') from the x-momentum equation, normal velocity from global con-
tinuity, composition from species continuity, and temperature (or
enthalpy) from the energy equation. The shock layer equations
have been uncoupled during the finite differencing procedure

and coupling is then achieved by iteration until all profiles are
converged simultaneously. The finite difference procedures used

to solve the flow field equations are presented in the following

sections.

Numerical Solutions of the Conservation Equations
The general qualilinearized form for the X-momentum, species

continuity, and energy equations was given in Chapter III as

-3%W oW W
Ty «I-ot1 an+¢.)L2W +a3+a“ 35-0 [3.125]

where aq equals zero along the stagnation line and W is the depen-
dent variable. Using a three point, variable step size, finite
difference approximation at (s-2) points (Fig. 5.2) across the

flow field, the numerical form of the equations becomes

A-WeE [5.1]

where A is a tridiagonal matrix of order (s=2). This form readily
lends—itself to numerical solution by a tridiagonal matrix inver-

sion algorithm (Ref. 5.1)., The matrix has the form

P—— —h &
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¢, T M, T [Prma%, 7
B, & W3 D,
4y By O ¥, D,
. . . . e (5.2]
As-Z B9-2 Cs-2 ws-2 Ds-2
As-l Bs—l ] _Ws-]; _Ds- l-cs-lws_

The coefficients An,Bn,Cn and Dn have the following values.

D
n

where ©

ference

©

2 '
e (H 0t alHn)
2 ]
= 0 (G n + ) Gn + az) + aA/Aﬁ
) : [5.3]
= 0 (F n + al Fn)
- £0=1) _ v
5 (AL + B W+ CoVas1] = @3 * Oaz

1s a parameter which will yield the various finite dif-
schemes as given below:

0 Explicit

1/2 Crank Nicolson

1 TImplicit

and the F, G, and H coefficients are obtained from the three

point finite difference formulae (Ref. 5.2).
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W ' '

" Fp M F G Wyt H W [5.4]
i IR [5.5]
an n "ntl *n%n " "n "n-1 '

The shock layer iz divided with a variable grid size An and Af
in which the subscript n refers to the n or normal coordinate and
the superscript m refers to the { or tangential coordinate. The
tridiagonal matrix is solved for the dependent W variables at the
(m+1)th body station.

To complete the system of Eqs. (5.2), the boundary conditions

are included as follows:

o+l o+l m+l
BIWZ + C1W3 - Dl - Alwl
1 1 1
Aga1 ":tz + Bs-lwztl =Dy - Cs-lw§+ (5.6]

where WT+1 is the boundary condition at the ablator surface and
W§+l is the boundary condition of the shock. These boundary con-

ditions were discussed in some detail in Chapter III,

Global Continuity

The global continuity equation is a first order partial
differential equation which has one form dovmstream of the stagna-

tion line and a limiting form at the stagnation line. The down-

stream form is

19 LR L3 -
7, (purb) + 5% n (ou) + : on (pv) = 0 [5.8]

and the limiting form at the stagnation line {is
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Ju 1 3
2 EE - - 3'3; (ov) [5.9]

Both of these forms can be solved readily for pv by integrating

yielding
n ~
- S B T - an 9,
oV (mr)w fo T (purb) + 3% 3n (pu):[ dn (5.10]
and
n ~
ov = (ov),, - 2 f 5 [-g%]dn (5.11]
0

Numerically this integration is carried out quite satisfactorily by
a eimple trapezoidal scheme. The transformed standoff distance,

8§, is computed at the stagnation line and around the body using

the respective global continuity equations in the following manner

(pv)g = (ov)y

S = - T (stagnation) [(5.12]
f £' dn
o
and 4
) (ov)g = OV)
5. - - [5.13]
1.1 3 an 9
o3 15 % Gy + Ry Guen

The integrals for Eqs. 5.12 and 5.13 are identical tc those in
5.10 and 5.11 and are obtained by using the trapezoidal rule
integration, This computed value of 8 is then compared to the
assumed value and a new value is estimated. The calculation is
repeated until convergence of 8§ is achieved (<0.12). The actual

standoff distance is then computed from the flow field as
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~ (14
§ = 6 f—p’l [5.14]

[o}

Again, the integral is evaluated using the simple trapezoidal
scheme.,
The standoff distance around the body can be calculated by the

following geometrical relationship (trapezoidal integration)

Emrtl

Gmﬂ = f (1 + x8) tane dg [5.15]
o

The value of § from the flow field calculation and the geometrical

i
E _ relation can then be compared to indicate if numerical convergence

has been obtained on shock standoff distance. In practice, an ¢
profile is assumed and the geometrical relation is integrated using
this assumed profile. The ¢ profile is then updated until input
shock shape (geometrical relation) and the output shock shape (flow

field calculation) agree within about 2%,

Calculation of 3n/dx

The value, 3n/3x, appears in the conservation equations and i
must therefore be evaluated. The term can be expanded as follows ®

using the chain rule

an o0 3y
T [5.16]

where

y 8 [5.17]
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since by definition
dn = £ gy [5.18]
8
The term 3y/3x can be evaluated numerically as
mrtl m
Ny -y
ax = Ax (5.19)
ym+1 is approximated using ]
!
y"la L ¢ [5.20] |
8

where 6™ and 6m+1 are evaluated from the geometrical relation,

Eq. 5.15.

y-Momentum Equation

The final partial differential equation to be solved is the

y-momentum equation for pressure along the normal coordinate. This

equation is actually an ordinary differential equation when the !

thin shock layer approximation is made as in this study. The

transformed y-momentum equation becomes

df o F 2 L
ar & u [5.21]

Upon integrating

n |
P(n) = P_ - J & uldn [5.22)

] 1 i

j

B R which can be solved by a simple trapezoidal method as was the '

global continuity.
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The conservation equations have thus been specified as to
their numerical solution form. Now a discussion of how the boundary

conditions are incorporated follows.,

Boundary Conditions

The boundary conditions must be specified at two points since
the conservation equations are second order parabolic equationms.
The conditions for this system are given at the shock and the
ablator surface. First, the method of determining shock boundary
conditions will be discussed followed by the boundary specification
at the ablator surface.

Shock boundary conditions: The conditions at the shock are

determined by using the Raukine-Hugoniot equations (Eqns. 3.58-3.62).
Chemical equilibrium is assumed at the shock and an initial guess

of density ratio across the shock wave is made. From the density
ratio, enthalpy can be calculated from the Rankine-Hugoniot rela-
tions. Temperature is determined from the enthalpy, and the density
ratio can then be calculated using equilibrium air compositions
(from the equilibrium air subroutine, GAS). This density ratio is
then compared with the assumed density ratic. This value is then
updated until convergence is obtained (<0.5%). When density ratio
is known, the shock pressure,the normal velocity, and the tangential
velocity can be determined from the Rankine-Hugoniot relations.

The temperature and species compositions are products of the rhemi-
cal equilibrium calculation,

Ablator sutrface conditions: The boundary conditions at the

ablator surface are a little more complicated to evaluate than the




LN

132

shock boundary conditions. The material response is actually
determined from the solution to a set of nonlinear ordinary dif-
ferential equations which describes the ablation of the plastic
composite heat shield. In this research a Padé approximation
numerical technique (CHAR) was used to describe the flow of decom-
position gases through the charred heat shield. The technique is
described in Appendix A along with a discussion of results and
their eventual incorporation in the overall analysis. Essentially,
the analysis yields heat conducted at the surface of the ablator
as a function of mass loss rate and surface temperature as shown
in Figure 5.3,

The results are input into the flow field analysis as

T3 oV + a, T2 Yov + a T3 Yov + a, pv [5.23]

qcond S 3

Coefficients for a8y, 8y, 84, and a, are given in Table 5.1 where
T and pv are evaluated at the surface.

The overall analysis is initiated at the stagnation line with
an assumed value of mass loss rate (pv). From this assumed value
of mass loss rate, the surface temperature (T) can be calculated

using the Hertz-Knudsen equation as described in Appendix B.

T = f (pv, P) [5.24]

The pressure is determined at the shock from the Rankine-Hugoniot
equations. The wall pressure is equivalent to the shock pressure
at the stegnation line since the thin shock layer assumption has

been assumed valid.

Boundary conditions have been established for energy (T-Tw).
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Table 5.1

Curve Fit Coefficients for Heat Conducted
Through the Surface of a Phenolic Nylon Ablator

(q = a1T3 pv + a2T2 sz + a3T3 JSQ + a, pv)

q in % qQ in +
cal/sq cm—sec BTU/sq ft-sec
8 0.9292 x 10~ 8 0.1674 x 10~/
8, ~0.1292 x 1073 ~0.3330 x 107>
8 0.4268 x 10”7 0.1099 x 10°°
8 0.1516 x 10° 0.273x x 10°

* " {g temperature in °K

»v is mass lose rate in gm/sq cmsec
t+ T is temperature in °K

ov i8 mass loss rate in lbm/sq ft-sec

R . © e e o n Ay




RAS

u”‘ {IF

135

X-momentum (f7-0), and global continuity (pv-pvw). The wall values
of species composition remain to be specified, This specification
is made using constant values of wall composition., The values
chosen were determined from the CHAR program at conditions con-
sidered typical of the ablator surface during planetary reentry
(3600°K and 0.04 1bs/ sq. ft.-sec, mass loss rate) and are givenm in
Table 5.2.

The stagnation line solution can now be determined since the
problem has been completely specified, The solution of the shock
layer equations yields a value of heating rate (radiative + conduc-
tive + diffusive) from flow field to ablator surface. This value
must be equivalent to the energy absorbed by the ablator surface
by conduction, sublimation phase change and energy reradiated by
the suriace, Qe

q, *© 9cond + 9gubi + 9gR [5.25]

The first term, qcond’ is attained by evaluating Eq. 5.23 for the
conduction through the surface. The heat absorbed by sublimation

phase change, Ugubl® is simply the heat of sublimation,

3

AH ap (4.4 x 10 BTU/1b), multiplied by the mass loss rate of

v

solid carbon, (ov)c

3
Qgyyy = 4+4 % 10° (pv) [5.26]

and the energy reradiated by the char surface is found by applying
the Stephan-Boltzmann equation with an emmissivity, ¢, of 0.66

(Ref. 5.3).
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Table 5.2
Compositions at the Surface of a Phenolic Nylon Ablator®

(Surface Temperature = 3600°K,
Pressure = 1 atm, Mass Loss Rate = ,04 lbm sq ft-sec)

Mass Fraction

0.04135
0.0221
0.0589
0.3695
0.0422
0.0211
0.1388
1x10
1x10
0.257

10
10

0.292 x 10

0. V4951
10-10

10-10
10-10
10-10
10-10
10-10
10-10
-10

O R S T R U

X X X ¥ X KX K X

10

0.2745
0.2934
0.0301
0.1363
0.0233
0.0233

0.0737

0.1219

0.0235

* Calculated using CHAR program described in Appendix A.
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= coT? = 3.3 x 20712 74 [5.27]

IR
where 9RR is the reradiated energy expressed in BTU/sq ft~sec and
T is the surface temperature expressed in °K.

The surface heating rates from the flow field solution and
Eq. 5.25 can then be compared. If they differ, then a new value
of mass loss rate must be assumed and the procedure repeated. A
typical solution progression is shown in Figure 5.4. Normally a
reasonably (within 2%) coupled flow field-surface solution can be
obtained in three attempts in this manner at the stagnation lins.

The solution downstream of the stagnation region is coupled
by assuming an initial mass loss rate profile and comparing heating
rates as at the stagnation line. In Figure 5.5 a typical mass loss
profile is shown and in Figure 5.6, the corresponding heating rates
are given., The mass loss rate profile is updated until coupling is

achieved at all points downstream of the stagnation region,

Stability of the Energy Equation

The energy equation was found to present the most severe
stability problems of all the conservation equations. Two forms
of the energy equation were presented in Chapter III - the tempera-
ture formulation and the enthalpy formulation. Unsurmountable
problems with stability wvere encountered when attempting to use
the temperature form whereas the enthalpy form gave excellent
results when properly "tuned". A discussion of both methods follows.
Temperature form: The temperature form of the energy equation

proved to be quite unsatisfactory for reasons of extreme instabi-

lity., Initially it was believed that the temperature formulation
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Figure 5.5. Dimensionless Blowing Rate Profile
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would be more desirable than the enthalpy form since temperature is
a direct result of the solution of the tridiagonal matrix. 1In

the enthalpy formulation, the tridiagonal matrix solution yields
enthalpy which must then be converted to temperature using an itera-
tion scheme with species compositions at each nodal point. The
temperature formulation, however, rapidly goes unstable with

d isastrous oscillations which create havoc on thermodynamic, trans-
port, kinetic, and radiative properties. Within a few iterations

the temperature goes negative at some nodal points and at other

points, the shock temperature is greatly exceeded. The first few

iterations with the energy equation in the temperature form are

shown in Figure 5.7. All attempts to dampen these oscillations
were unsuccessful,
The probable reason for this instability in the temperature

formulation might be in the quasilinearized chemical production

term
w
) i
@) = 3T ¢ hi 5 [5.28])

This quasilinearized term should technically include the radiative
flux divergence contribution along with the chemical production
term. Unfortunately, there is no convenient analytical expression
for the partial of radiative flux with respect to temperature. In
an attempt to include the quasilinearized radiative flux divergence

gy

0 into sy the flux divergence term was numerically differentiated.

The radiative flux divergence is highly nonlinear as depicted in

Figure 5.8. In fact with a slight variation in temperature profile,
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Figure 5.7, Instability of the Temperature
Form of the Energy Equation.
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the radiative flux divergence changes dramatically inside the

flow field. This extreme nonlinearity led to a very unstable
numerical differentiation; and, therefore, a very unstable numerical
solution of the energy equation,

With the quasilinearized part of the radiative flux term being
excluded, a, is left with only the chemical production term. The
problem with this arrangement is that the primary energy production
in the flow field is not due to chemical reactions but to radiation.
The resulting situation appeared to place undue emphasis on chemical
production which provided for an unstable energy equation formulation.
The energy equation in enthalpy form circumvents these problems as
discussed below.

Enthalpy form: When the energy equation is solved in its
enthalpy form (Eq. 3.130), the result is & quite stable solution.

In Figure 5.9 the consecutive enthalpy profiles obtained from using
the enthalpy formulations are presented. In Figure 5.10 the tempera-
ture profiles which correspond to the enthalpy profiles are pre-
sented. The results very clearly show a smooth, stable behavior of
the solution,

Comparing the enthalpy formulation of this work with the tem~
perature formulation (equilibrium chemistry model) of Esch (Ref.

5.4) demonstrates the superior stability of the enthalpy formulation
(Fig. 5.11). Esch reported that when several iterations were per-
formed the solution sometimes became unsatable enough that it could
not recover. The vrofile was then manually adjusted and the solution

continued. 1In the present enthalpy formulation, manual! adjustment
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was not found necessary. Damping of successive iterations was,

however, required as described in the next section.

Damping Coefficients

The conservation equations, especially the energy equation,
can be made more stable by the use of damping coefficients. The
solution is thus permitted to vary only slowly from the initial
guesseu profile. Damping was achieved by using ith iteration
values and calculated values of the profiles in the following

manner '

i+1

W aaw o+ -0 wt [5.29]

cal

where the damping coefficient, d, is between 0.0 and 1.0 and can
be different for each conservation equation. For fast response
(rapid convergence), the damping coefficient should approach 1.0.
This cannot always be done in practice since stability sometimes
becomes a severe problem. In case of instability, the lower value
of damping coefficient must be utilized., The best value of damping

coefficient can only be determined by numerical experimentation

with the specific case and the specific conservation equation in » |
question, The most sensitive equation by far in this study was

the energy equation due to its extreme nonlinear production terms |
of radiation and chemical reaction., For cases in which radiative
heating was not severe, damping values of 0.5 on enthalpy yielded
reasonably stable solutions, but when radiative heating became
predominant, the damping coefficient had to be reduced to 0.25.

The species coatinuity equations are heavily dependent upon

temperature siace iLemperature appears in the Arrhenius form of the
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chemical production terms. Due to the sensitivity that the species
exhibited on temperature, convergence was often difficult to at-
tain (although stability was no problem) unless the temperature

was damped with the very low coefficient of 0.1, The best results
were obtained when a damping coefficient of 0.25 was used to bring
the solution close to convergence. The damping coefficient was

then féduced to 0.1 to eliminate small oscillations in the tempera-
ture profile which caused corresponding but slightly more pronounced
oscillations in the species profiles. Solutions could then be
obtained in which all profiles were converged to within 0.5%.

The "best" damping coefficients for the x-momentum and species

continuity equations were found to be 1.0. The damping coefficient

used for the enthalpy profile was 0.5 (this value directly affects
the temperature profile since the temperature is calculated from

. enthalpy). Besides damping coefficients on these profiles, a
damping coefficient was applied to the calculation of the trans-
formed shock standoff distance, 8 (from global continuity), as

.. . follows

1+l

i 43 + (1~d) 3! {5.30] »

calc

The value of the damping coefficient used for § for 0.5. The use
of this damping coefficient on transformed standoff distance

increased stability and made convergence more rapid.

AR I/

Shock Standoff Distance

The calculation of shock standoff is not as simple as it would

< appear at first glance., The calculation of standoff distance from




f 150

the geometrical relation of Equation 5,15 requires the specifica-
tion of the angle, €, which is the difference between the body
angle and the shock angle (refer to Fig, 3.2). This angle is
also used in the calculation of the boundary conditions at the

shock with the Rankine-Hugoniot relations., These shock boundary

conditions in turn alter the flow field solution significantly i
thus alterinz the value of shock standoff distance calculated
from Equation 5.14,

In Figure 5,12 two € angle profiles are shown as a function

of distance around the body. The corresponding shock standoff

distances as computed from Equations 5.14 and 5.15 are shown in
Figure 5.13. The different ¢ angle profiles create only a minor
change in the solution of the geometrical relation (Eq. 5.15)

but the same difference in profiles causes a drastic change in
gtandoff distance as computed from the flow field solution, Equa-
tion 5.14, This sensitivity of the flow field shock standoff

distance calculation to input € profile causes difficult conver-~

gence problems. Because of the difficulty associated with achiev-

ing a converged shock standoff profile, the convergence criteria
was not as stringent as for the rest of the flow field parameters.
A difference of about 2 to 3% was considered acceptable.

In order to determine the sensitivity of the overall solution

on the correct shock standoff distance, the heating rate profiles

VNS were compared for the two profiles. Results in Table 5.3 using

the two profiles in Figure 5.12 yielded heating rate« profiles that

differed by only 0.5% at a body station of f = 0,7. This result
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Figure 5.13. Convergence of shock shape profile
around the body.
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Table 5.3
Insensitivity of Heating Rate to Convergence
of Shock Standoff Distance, ¢
Us = 50,000 ft/sec Heating Rate
o = 8.85 x 10~8 slugs/cu ft (BTU/sq ft - sec)
£ § converged ¢ not converged
0.0 182,2 182,2
0.2 163.1 163.1
0.4 114.5 114.3
0.6 58.1 58.0
0.8 24,2 24,0
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indicates that the solution is essentially insensitive to shock
standoff distance.

The specification of the shock stand-off distance does appear
to affect the speed of convergence. When the incorrect angle pro-
file was used, the solution took 150 minutes of computer time
(IBM 360/65) to reach a body station of £ = 0,6; and when the cor-
rect angle profile was used, the solution time took only R0 minutes
of computer time to reach a body station of { = 0,9,

The results from this study indicated that a highly accurate
profile of shock angle was not completely necessary for an accurate
solution of the heat load on the ablation heat shield. Comparable
results were obtained by Moss (Ref., 5.5). However, the closer one
can approximate the correct profile, the seemingly more efficient
is the utilization of computer time. Using this result as a basis,
therefore, relatively little emphasis was placed on convergence of

shock standoff distance.

Initial Profiles

The specification of initial profiles was made along the stagna-

tion line using the following

pv = n2[(pv)s - (o)1 + (V) {5.31)
f' = n (5.32]
Cy, pv < 0
C1 =
Ci& ov > 0 [5.33]




g,

]
T-T, T -

[5.34]

]
Te- Ty Ts =

where T' is an internally guessed profile for nondimensional
temperature as shown in Figure 5.14, This profile can be input
by the user i1f a better idea of its shape is known. In all cases
studied, it was found that the solution converged satisfactorily
using the temperature profile in Figure 5,14,

It was found from experience that the species profile esti-
mates in Equation 5.33 yielded negative values which when used to
calculate temperature from enthalpy, yieclded an unstable tempera-
ture profile. This problem was solved by iterating a number of
times with the species continuity equation alone (no energy or
momentum) and using absolute values of species composition. The
species profiles eventually lined-out and the solution could pro-
ceed normally. A satisfactory number of iterations was found to
be 5Q.

The initial guesses of profiles downstream of the stagnation

line are determined as follows

v - Vw vV - Vw

V- v, ]£m+1 v v, Lm [5.35]
£ (5, = £ [5.36]
cp (5 ) = € (5) [5.37]
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T - Tw T - Tw
- [5.38]
T~ T T.-T
8 w €m+l § w £

The solution iterates at each body station until convergence is
attained and then proceeds to the m+lth body station with initial

guesses as given in Equations 5.35 - 5.38.

Interation Sequence

The iteration scheme used in this study is shown in Figure
5.15. With initial estimates of the flow field variables the radia-
tive flux divergence was computed in LRAD. The normal and tangen-
tial velocity profiles along with the transformed shock standoff
distance were then computed by converging simultaneously on the
global continuity, x~momentum, and y-momentum equations., Conver-
gence was assumed when the tangential velocity profile change by
less than 0.5% and the transformed shock standoff distance changed
by less than 0.1%.

The species continuity equations (SPECIE) were then solved
with five consecutive iterations. These nultiple {iterations were
found necessary to stabilize the solution since it appears that
the species equations have a much slower response than the energy
equation. If the species solution 1s not allowed to keep pace
with the energy solution, stability problems are encountered when
the temperature profile is computed fromenthalpy and species pro-

files. The problem soon compounds itself and the solution wanders
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into oblivion. Five iterations on species continuity for every

iteration on energy proved quite satisfactory,

The energy equation (ENERGY) was then solved in enthalpy form.
The enthalpy profile thus obtained was used in conjunction with
the species profiles to determine a temperature profile. This
cycle of x-momentum, y-momentum, global, species, and energy was
repeated five times using the same radiative flux divergence pro-
file in the energy equation. The flux divergence profile was then
updated and the sequence repeated until convergence of the overall

analysis was achieved.

Convergence

Convergence must be satisfied on two levels -- first, the
solution must agree from one iteration to the next, and second,
the number of nodal points used must be sufficient to give the
true gsolution. Both of these convergence criteria are discussed
below.

Iteration convergence: Initially, an attempt was made to
require all the profiles to be within 0.5%7 of each other on con-
secutive iterations before converged was assumed. Computer time
using this convergence criteria, however, became astronomical. An
alternate convergence criteria was then used which stipulated that
heat flux from flow field to ablator agreed within 0.57 on con-
secutive iterations. The heating rate, after all, is the factor
that determines the rate at which the ablator loses mass - the
direct purpose of this research. Reasonable computation time was

experienced using this convergence criteria.
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Nodal convergence: The shock layer equations are a set of

parabolic partial differential equations in two dimensions. The
finite difference grid, therefore, has two spacings - one the
normal coordinate and the other the tangential coordiante. Con-
vergence must be demonstrated for both coordinates. The finite
difference grid system was shown schematically in Figure 5.2 where
n is the normal coordinate nodal point and m is the tangential

coordinate nodal point,

Convergence was verified in the tangential direction by

halving the stepsize from Af = 0.2 to Af = 0.1 and the heating

rate profile was examined (since this is the most important variable

in the analysis, and it determines mass loss rate for the ablator).
This profile was used for the convergence criteria, and the heating
rate profiles differed by less than 1% for the two stepsizes in-
vestigated at a body station of £ = 0.8 as indicated by the com
parison of results in Teble 5.4. This result implied that con-
vergence had been attained so a step size of Af = 0.05 was used in
all subsequent analyses.

Esch (Ref. 5.4) showed convergence along the stagnation line

by approximately halving the step size (126 points versus 59
points). He demonstrated that the profiles of dependent variables
remained essentially the same, The flow field analysis by Esch i
was very similar to the present flow field analysis in that it i
was the solution of the reacting, radiating, viscous flow equations. 1
The present analysis also used the same numerical technique as used

by Esch. The major differences are that Esch's analysis was only

for the stagnation line, i1t used equilibrium chemistry, and {t




Table 5.4

Nodal Convergence in Tangential Direction

161

Us = 50,000 ft/sec

pw= 8,85 x 10-8 slugs/cu ft

Heating Rate Results

BTU/sq ft.-sec

Y £ AE = 0.1 AE = 0.2
0.0 182.2 182.2
0.2 163.1 163.0
0.4 114.5 113.8
0.6 58.1 57.8
0.8 24,2 24.0
! ! b v ' -
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solved the energy equation in temperature form. The present ana-
lysis applied to the entire flow field in which nonequilibrium
chemistry was employed, and the energy equation was solved in

its enthalpy form. These differences did not significantly alter
the validity of the numerical solution, but they did significantly
affect computational time and core requirements., Convergence was
therefore established by calling upon the Lax equivalence theorem
(Ref. 5.6). This theorem states: "Given a properly posed initial
boundary value problem and a finite difference approximation to

it that satisfies the consistency condition, then stability is the

necessary and sufficient condition for convergence." The finite
difference equation is said to be consistent (compatible) with the
differential equation if the local truncation errors tend to zero
as h, k » 0, The explicit and Crank Nicolson formulae are compati-
ble (Ref. 5.6)., Since the Crank Nicolson method was used in this
analysis, and stability had been achieved, it can be argued that

convergence has been attained based on the Lax equivalence theorem.

Summary

The numerical formulation of shock layer equations has been L
specified in this chapter. Using the a coefficients developed in §
Chapter III1 and the flow field properties (thermodynamic, transport,
kinetic, and radiative) developed in Chapter IV, results can be
achieved for a wide variety of cases.

In this chapter numerical incorporation of the boundary con- |
ditions was discussed along with stability, convergence, and

numerical experience with the numerical techniques. It was
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concluded that the energy equation could be most easily solved
in its enthalpy formulation with proper use of damping coefficicz%a.
The temperature formulation of the energy equation leads to a highly
unstable solution which appears impossible to control. Convergence
to a true solution was shown by calling upon the Lax Equivalence
Theorem. The shock standoff distance demonstrated severe sensiti-
vity to shock angle, €, but this was shown to have an insignificant
effect on the overall analysis.

The next chapter will use the numerical procedures presented
in this chapter and investigate heating rates and mass loss rates
for the flow field around an ablating blunt body (phenolic-nylon

ablator).
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CHAPTER VI

RESULTS OF THE SHOCK LAYER ANALYSIS

Introduction

The ground work has been laid in the foregoing chapters for the
results presented in this chapter. All the assumptions pertinent
to obtaining the results presented here were discussed in Chapter

III where the conservation equations which describe the flow-field

were developed. The species and momentum conservation equations
have the form of a set of parabolic partial differential equations
and the energy equation takes the form of an integro - partial dif-
ferential equation. In Chapter IV, the thermodynamic, transport,
and radiative properties of the flow field were discussed along with
the chemical reactions taking place in the flow field. This work

was based on the development of a useful analytical tool to be

applied in the determination of the heating load on a manned

reentry space vehicle. This reentry vehicle is to be equipped with

a heat shield made of a phenolic nylon composite capable of sus-

taining velocities of earth entry on return from planetary migsions
- such as Mars. Typically, a reentering spacecraft will make contact
" with the earth's thin upper atomosphere at about 55,000 feet per
U second. When the craft encounters the denser air at low altitudes,
it will be slowed by the frictional drag of the atmosphere thus

9 reducing its kinetic energy.
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The results presented in this chapter will be for six key points
along the reentry trajectory., The reentry body was taken to have
a spherical shape with a nine (9.0) foot radius which is typical
of the Apollo spacecraft, Heating rates were determined at the
stagnation line for these six cases and downstzeam heating was
determined for four of these six cases - all of which were coupled

to the ablator by a surface energy balance. These six cases

required more than 100 hours of IBM 360/65 CPU time. A study of

chemical reaction rates in the flow field was also performed which
demonstrated a marked effect on the heating load on the ablator.

After the stagnation line heating rate results are presented

in this chapter, a comparison of the stagnation line is made with
several other investigators. Around the body results are then
presented followed by a discussion of chemical reactions in the

shock layer. The chapter closes with a discussion of computer

limitations and other difficulties encountered in the analysis.

Stagnation Regiocn Heating

The stagnation line solution is important, not only because

e e

this 1s normally the region of peak heating, but also because this

solution is required as initial conditions for the solution of “the

flow field around-the-body. Conditions for the six coupled stagna-

tion line cases run for this investigation are given in Table 6.1.
Heating rate results are shown in Figure 6.1 and Table 6.2 for
LY 1,

these cases. The trajectory along which these conditions exist 1is

shown in Figure 6.2. All six cases were coupled to the ablator by

a surface energy balance as described in Chapter III.

LR — [P i S ded PSP
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Figure 6.1, Stagnation Heating Rate at a Phenolic
Nylon Ablator Svrface Along a Reentry
Trajectory.
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Note in Figure 6,1 that, as the vehicle first encounters the
earth's atmosphere at a high rate of speed (55,000 feet per second),
the heating load on the protective heat shield is low. As reentry
proceeds, the capsule slows down but the load on the heat shield
attains a maximum at around 50,000 to 51,000 feet per second. The
heating rate then decreases as the capsule is slowed further. The
reason for this phenomenon is that the upper atmosphere first
encountered at around 247,000 feet is ar extremely low density
layer (7.5 x 10_8 slugs/c.ft.). The amount of frictional heat
developed in this region is therefore only minor and the capsule is
slowed only slightly. However, as the vehicle encounters the
denser earth atmosphere at lower altitudes, the frictional heating
becomes more intense. On this trajectory the capsule is slowed
from 53,000 feet per second to 50,000 feet per second while travers-

7 to 6.5 x 10-7 slugs per cubic foot.

7

ing densities of 2.5 x 10
At an altitude of 193,000 feet where the density is 6.5 x 10°
slugs per cubic foot, the capsule is then slowed rapidly to a
point where the heating load becomes much less severe. Results
show that the stagnation heating rate is only 900 BTU/sq. ft.-sec.
at a velocity of 40,000 feet per second and an atmospheric density
of 6.5 x 10“7 slugs per cubic foot -~ 41% of the heating rate at
50,000 feet per second. The heating rate will fall off even more
as the capsule slows further at this same density (see trajectory
curve of Figure 6.2).

In Figure 6.1 the primary heat absorption mechanisms of con-
duction and sublimation of carbon along with reradiated energy are

shown for the energy reaching the ablator surface., The magnitude




Ry <o oo

of all the heat absorption mechanisms increases as total heat
absorption increases but the fraction of energy accomodated by
each mechanism changes through the trajectory.

At the low heat load conditions experienced at 55,000 ft/sec.,
for example, sublimation only accounts for 4% of the heat ahsorbed,
(Figure 6,3), conduction accounts for about 11% and reradiation 1is
the dominant heat transfer mechanism in reradiating 857% of the
heat reaching the ablator surface. Conversely, as the heat load
increases, the fraction of energy reradiated decreases and the
mechanisms of conduction and sublimaticen account for a much more
substantial portion of the heat absorption. For instance, at the
maximum heating rate conditions experienced during the trajectory
(about 50,000 ft/sec. and 193,000 feet), the energy reradiated is
only 307 of the total energy reaching the capsule surface. Con-
duction gpd sublimation accouunt for 42% and 28% respectively at
these peak heating conditions. This fact means that the heat
shield 18 losing mass at a much faster rate. The mass loss rate
"is shown in Figure 6.4, It is seen to be characteristically
similar to the heat load profile.

These stagnation line results are the first attempt made
which in-orporate both nonequilibrium chemistry and detailed line
and continuum radiative transport in the calculation at severe heat
loads. Until now all analyses performed have been for equilibrium
or non-radiating flow., The results depict the solution along a
typical reentry trajectory for manned interplanetary missions.

Points were chosen on the trajectory which represent typical heat

loads on an ablative heat shield at the stagnation point. Previously
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analyses were performed along similar trajectories using the simpler
equilibrium chemistry approximations. Nonequilibrium analyses were
generally not attempted in this regime since the results are not
accurate when radiation heating is not included. This analysis is
also the first to couple a nonequilibrium shock layer to a nonequili-
brium charring ablator.

The following section shows a comparison of the heating results
from the present investigation with equilibrium results from previous
investigators. A comparison is also made with a low heating load
case of Perez (Ref. 6.1) which included nonequilibrium chemistry

and radiative heating.

Comparison with Other Stagnation Line Investigators

In Table 6.3 is a list of results for the present investigation
along with a comparison with previous investigators for conditions
of low radiative heating to the ablator. These results are shown
for the stagnation line with a phenolic-nylon ablator.

The present investigation used finite rate chemistry whereas,
with the exception of one case run by Perez (Ref. 6.1), the rest
of the analyses assumed equilibrium chemistry. The reason for this
comparison with equilibrium chemistry is that there are no other
finite rate analyses including radiative heat transfer. The only
conditions for which a direct comparison can be made with Esch
(Ref. 6.2), Engel (Ref. 6.3), and Perez (Ref. 6.1) is a freestream
velocity of 50,000 feet per second, a freestream density of
8.85 x 10"8 slugs per cubic foot, and a blowing rate of 5% of

freestream with a phenolic nylon ablator.
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Table 6.3

Comparison of Moderate Heating Rate Results at the Stagnation Line
(Phenolic Nylon Ablator)

U_ = 50,000 ft/sec, o, = 8.85 x 100  slugs/ft, pv, = 0.05

¥qR
Reference Chemist~y (BTU/ft2 -sec)
Present investigation Nonequilibrium 121
Perez (Ref. 6.1) Nonequilibrium 121
Perez (Ref. 6.1) Equilibrium 340
Esch (Ref. 6.2) Equilibrium 349
Engel (Ref. 6.3) Equilibrium 305
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To verify the validity of the present analysis a comparison was
made with the nonequilibrium results of Perez (Ref. 6.1), Both
analyses predict 121 BTU/sq ft-sec for the case shown in Table 6,3
which is excellent agreement. The analysis of Perez can be validated
by comparing his equilibrium results a* these same conditions to
the work of Esch (Ref. 6.2) and Engel (Ref. 6.3). His radiative
heating results (qR = 340 BTU/sq ft-sec) compare very faborably with
the analyses of Esch (qR = 349 BTU/sq ft-sec), and Engel (qR = 304
BTU/sq ft-sec). Perez used identical equilibrium and nonequilibrium
numerical solutions of the conservation equation to those of Esch
and Engel except for the solution of the species equations. Actually,
a comparison with Esch is more meaningful since in both these analyses
the species equations were actually solved whereas Engel used a step
function model of elemental compsoition across the diffusion zone
(discussed in Chapter II).

Perez's equilibrium results differ with Esch by less than 32
for a very favorable agreement. However Perez's equilibrium results
are about 190% higher than the nonequilibrium results., This was the
first time nonequilibrium chemistry and radiative heating effects
were included simultaneously in a shock layer solution. The results
show that nonequilibrium chemistry effects can significantly effect
the heating rate to a phenolic nylon ablator during reentry.

Direct comparisons between investigators are difficult if not
impossible at high heat loads for several reasons. Analyses have
been performed for widely different radiation and chemistry models,
and different ablator composites. The result 1is that lack of agree-

ment i8 not only probable but expected.
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For higher heating loads at denser atmospheric conditions, the

reaults from Case 3 of the present investigation were used for compari-

son with equilibrium analyses of other investigators as shown in
Table 6.4, The blowing rate of pvw = 0,1 shown in Table 6.4 was a
case run in the process of attempting to couple Case 3 to the abla-
tor. It should be noted that the results reported in Table 6.4 are
for solutions which are not coupled to the ablator by a surface
energy balance with the exception of Chin (Ref. 6.4). At 52,000
feet per second, this case has a higher freestream velocity than the
other cases shown at 50,000 feet per second but because of the

lower freestream density (5.0 x 10-'7 slugs per cubic foot), the

kinetic energy is within 7% of the cases run at 5.3 x 10-7

slugs
per cubic foot which means that the energy absorbed in both cases
should be the same order of magnitude. This ig the case, and Chin
obtained 1445 BTU/ft 2 sec as compared to 1820 BTU/ft 2 sec 1in
this work.

The nonequilibrium results at these high heating rates could
be postulated to compare quite faborably with equilibrium analyses
since it is theorized that equilibrium is approached at these severe
(high temperature) conditions. The radiative heating results of
Carrett (Ref. 6.5) at a blowing rate of 0.1, qg = 2455 BTU/sq ft-sec,
are about 357 higher than the heating results of the present investi-
gation at the same blowing rate, 9z " 1820 BTU/sq ft-sec. Although
the nonequilibrium heating rate is appreciably lower than equili-

brium for this case, the difference is much less than the previous

low heating rate case (35% vs 190% difference). This fact lends
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credibility to the assumption :hat equilibrium chemistry can be
used as an accurate approximation at the higher heating rates.

The equilibrium analyses of Garrett (Ref. 6.5) predicts a
radiative heating rate of 2253 BTU/sq ft-sec at a reentry velocity
of 50,000 feet per second, an atmospheric density of 5.3 x 10"'7
slugs per cubic foot, and a wall blowing rate of 0.2. Rigdon,
et al. (Ref. 6.6) attained similar results in predicting a radia-
tive heating rate of 2350 BTU/sq ft-sec at these same conditions.
The difference in these two analyses is only about 47%. In contrast
to these results, Smith, et al. (Ref. 6.7) studied these identical
conditions and determined a radiavive heating rate of 2856 BTU/sq
ft-sec which is 227 greater than either Garrett or Rigdon, et al.
The major reason for this discrepancy appears to be the radiation
model used by these investigators. Smith, et al. have neglected
to include atomic line absorption for the highly absorbing carbon
species. This fact accounts for the over-prediction of heating
rate by Smith, et al.

A comparison of the present nonequilibrium results with Garrett

and Rigdon, et al. shows that the nonequilibrium prediction is »

about 24% lower than these equilibrium results. A greater dif-

ference is seen between the nonequilibrium case and Smith, et al.

but the reason for this is that carbon atomic lines were included

in the nonequilibrium radiation analyses whereas Smith, et al.

omitted this absorption mechanism in his analysis. 1
A comparison of the present results with the equilibrium ana-

lyses of Esch (Ref. 6.2) and Engel (Ref. 6.3) are also shown in

Table 6.4. Flight conditions for the equilibrium runs were 50,000
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feet per second, 4.5 x 1077

slugs per cubic foot, and 0.2 blowing
rate. Again these flight conditions differ from the noneqnilibrium
case but are close enough for comparison purposes. The radiative
heating rate predicted by Engel was 1661 BTU/sq ft-sec which is 8.7%
lower than the 1820 BTU/sq ft-sec from the present analysis. Esch
determined the radiative heating rate to be 1816 BTU/sq ft-sec
ylelding only a 0.2% difference. The comparison with Esch is more

realistic since he actually solved the equilibrium species continuity

equations whereas Engel assumed a step function of elemental com-
positions across the stagnation point. The fact that blowing rates

are different (0.2 for equilibrium and 0.1 for present nonequilibrium)

)
|
|
;

does not affect the results very significantly (probably less than
10%) since Engel demonstrated in a parametric study that the effect
of increased blowing ra*~ -bove 0.1 is not very great on radiative |
heating. The agreement between the present analysis and Esch is
then seen to be excellent despite the differences in conditions. ]
The results presented at 50,000 feet per second, 3.45 x 10-7 1
slugs per cubic foot, and 0.076 blowing rate were included for ;
completeness. These conditions are much less stringent than the
52,000 feet per second, 5.0 x 10“7 slugs per cubic foot, and 0.1
blowing rate for the nonequiibrium case. The radiative heating
rates of Chin (Ref. 6.4), 1445 BTU/sq ft-sec, and Garrett, et al.,
1423 BTU/sq ft-sec, are very close to each other in contrast to
SRS the 1925 BTU/sq ft-sec predicted by Smith, et al. The kinetic
energy for the equilibrium cases is seen to be 3€% lower than the |
nonequilibrium case (1820 BTU/sq ft-sec) but the heating rates are :
|

only about 25% lower for Chin and Garrett, et al., and 5.£% higher
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for Smith, et al. Again the reason for the large discrepancy between
Smith, et al. and other investigators is believed to be due to
differences in radiation data.

In summarizing, radiative heating predictions from the present
nonequilibrium investigation are identical to those of Perez
(Ref., 6.1) who did a nonequilibrium study at 50,000 feet per second
and 8.85 x 10-8 slugs per cubic foot. Perez's numerical solution
was verified by comparing his equilibrium results at these same
conditions to the equilibrium results of Esch (Ref. 6.2) and Engel
(Ref. 6.3) yielding less than 117 difference with Engel and less
than 3% difference with Esch,

At higher heat load conditions, comparisons were made with
equilibrium solutions at slightly different conditions. In general
the results from the present investigation agree quite well con-
sidering the fact that equilibrium and nonequilibrium chemistry were
used and flight conditions were not identical., Heating rate pre-
dictions for nonequilibrium chemistry in the present investigation
is consistently lower tha, «quilibrium predictions by other investi-
gations. This phenomenon is due to the differences in species
profiles across the shack layer as will be shown later in a dis-

cussion on kinetics.

Around the Body Results

Six coupled solutions were obtained at the stagnation line
using nonequilibrium chemistry and were presented in Figure 6.1
and Tables 6.1 and 6.2, Of these six cases, four cases were con-

tinued dowvnstream using the stagnation line resulte as initial




L4 -

—_ .t ———

1
- 1
i

183

conditions. The shock layer, was coupled to the ablator surface

at all points around-the-body using the blowing rate profile.
Heating rate profiles could then be compared with ablator response
heating rates to insure a coupled solution, Only four of the six
stagnation line cases were run because of the immense computer time
required. For instance, Case 4 took four hours of CPU time to
reach a downstream point of £ = 0,30. A more complete discussion
of computer time is provided at the end of the chapter.

In Figure 6.5 a plot of nondimensional blowing rate versus
around the body distance is presented. The blowing rate is non-
dimensionalized with the stagnation line blowing rate, (pv) & = 0.
Dimensionless heating rates are presented in Figures 6.6 through
6.9 for cases 1 through 4 using the blowing rate profile in
Figure 6.5. The heating rate is nondimensionalized with the stagna-
tion heating rate, Agps for convenlence. The ablator-flow field
coupling was found to be excellent, differing by less than 3%
along the wall using the one generalized blowing rate profile with
the exception of Case 1 where the flow fieid and ablator solutions
diverge downstream of the stagnation line where a difference of
16, 3% was observed. The blowing rate profile could have been
altered until the ablator-flow field solutions matched for Case 1
but this would have required more computer time (approximately four
to six hours of IBM/360/65 CPU time). The expense of the computer
time was deemed too great in view of the fact that Case 1 is not
a high heating rate case since the stagnation line heating rate
is only 227 of the maximum heating rate investigated (Case 4).

In addition, the difference in heating rate at the downstream
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point of { = 0,45 between ablator and shock layer solutions is only
16. 3% which is not that great a deviation,

The shock layer results for the various cases run were obtained
farther downstream for some than others. The reason for this is
that some cases are more difficult computationally than others and
therefore computer time becomes a major factor. The high heating
rate cases of Case 3 and Case 4 were the most time consuming. For
Case 3, a downstream value of & = 0,35 was reached, where for Case 4,
a downstream value of only 0,30 was reached. Over four hours of

computer time was used for each of these cases to reach these

downstreams points. The heating rate severity appears to be a
measure of the computational difficulty.

An interesting result of the around the body analysis is that
one blowing rate profile can be used to describe all of the points
on the reentry trajectory reasonably satisfactorily., What this
means is that given the mass injection rate at the stagnation line,
an estimate of the downstream mass loss rate can be made using

Figure 6.5. The total mass injection rate, m, can be estimated using

the following relationship »
. €
e (pv)g 21 L ¢, & d&

which is the mass flux from the ablator integrated over the ablator

surface area. The mass flux at the stagnation line (ov)SL, can be

determined from Figure 6.4 and the nondimensionalized mass flux
around the body, ¢w’ is the function in Figure 6.5. The value of

the integral is a constant, By knowing the time elapsed at eaci

point along the trajectory, the total mass loss for reentry, m, can
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be estimated as

t
m= f #h dt
o

or
£ t
m= 27 fo ¢w £ d ¢ !o(pv)sL dt

The result of the solution of the integral equation is the
total mass loss from the ablative heat shield from the stagnation point
to a radius £ between initial contact with earth's upper atmosphere
and some elapsed time 't". All that is required now is a time plot
for the trajectory and the solution could be completed.

In Figure 6.10 the wall surface temperature profiles are shown
for the four around the body cases. These surface temperatures
were calculated using the Hertz-Knudsen analysis described in
Appendix B. The wall temperature is seen to decrease gradually
as the solution progresses downstream. Thig decrease in temperature
ig due to the two factors of decreased surface pressure and decreased
heating rate.

Temperature profiles for stagnation line and downstream points
£ = 0,30 and £ = 0,45 are presented in Figure 6.11 for Case 3. The
profiles are very similar although the temperature gradient at the
wall increases slightly as the solution proceeds downstream. The
same kind of results were obtained for the other cases.

A comparison of around the body heating results is given in
Figure 6.12 between Case 4 of the present analysis and those of
Chou and Blake (Ref. 6,8) and Smith et al. (Ref. 6.7). The compari-
son is made at different conditions shown in the figure but the

heating rate has been nondimensionalized with the stagnation line
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Figure 6.10. Ablator surface temperature profiles
for cases studied.
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heating rate. The results of Chou and Blake and the present
analysis are identical as the .olution proceeds downstream (with the
results of Chou and Blake extending farther downstream). In contrast
to these results, Smith et al. predicts a much more rapid decrease
in heating rate away from the stagnation line. The heating rate
has already been reduced to 70% of the stagnation line value at
€ = 0.1 whereas the present analysis along with Chou and Blake do
not decrease to 707 until a body station of £ = 0,35 is reached.
Differences occur in radiation properties included for the three
analyses, along with differences in numerical solutions, and chemistry
(nonequilibrium for the present analysis vs. equilibrium for the
others). It is not clear which of these effects or what combination
of these effects causes the similarities and differences in results
presented. It is somewhat surprising that Chou and Blake and the
present analysis agree so well actually since the analysis of Chou
and Blake did not include wall blowing.

These around the body results are the first to be presented for
a reentering space vehicle whith the inclusion of finite rate
chemistry and line and continuum radiation. Although some previous
investigators have coupled their flow fields to the ablator, this
is the first attempt to couple a nonequilibrium flow field to a
nonequilibrium ablator. Previous investigators have used equili-
brium sublimation models to yield temperature and species concen
tration at the surface. The present investigation employed the
nonequilibrium Hertz-Knudsen sublimation model described in Appendix
B and the nonequilibrium char analysis described in Appendix A to

determine surface boundary conditions and further couple them with
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the flow field by an energy balance. The results presented have
been for the stagnation point and around the body for points along
a typical reentry trajectory from planetary missions. These
results make feasible a realistic estimate of the total mass losu
during reentry and therefore provide the necessary information for

calculation of the ablator heat shield thickness.

Radiation - Chemical Reactions Interaction

The results presented in the previous sections for stagnation
line and around~the-body solutions were based on a set of chemical
reactions and chemical species for the flow field given in Table 4.1l.
The choice of speciss and chemical reactiomns to include was based
upon equilibrium and nonequilibrium considerations along with com—
puter limitations. The choice of these reactions and species was
discussed briefly in Chapter IV but the choice of kinetic data is
an altogether different problem.

Although the reactions for the flow field had been chosen, the
task of deciding what kinetic data to use remained. For some
reactions data was reported by several investigators - sometimes
in disagreement with one another. Other reactions had date from
only one source, and for still others there was no data. When one
source of data was found, this was used; but when many were found,
the one that appeared to be most reputable was used. The uwost
difficult case was when no data was found. In this instance the
data had to be estimated from theory.

For estimated data, two constants had to be evaluated in the

rate constant shown below ~ the frequency factor, ko' and the
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activation energy, E.

Y2 exp [-E/RT)

k = ko T
Initially no rate data was found for the reactions listed in Table
6.5. These are nine out of a total of 16 reactions and these nine
are ablation species reactions. For these nine reactions the fre-
quency factor was calculated using collision theory (Ref. 6.10)
and the activation energy was estimated using the method of Semenov
(Ref. 6.9). The activation energy estimation eppeared quite
satisfactory since the estimated values agreed with data when it
was available.

The collision theory frequency factor, however, was often orders
of magnitude different from published data, In Table 6.5 three sets
of frequency factors are labled best, fast perturbation, and slow
pertubation, Chronologically, the first values used were the fast
perturbation frequncy factors which were calculated when collision
theory was applied in error. When cthe frequency factor calculation
was corrected, the slow perturbation values were achieved, Data
was subsequently found in the literature for the first three reactions
in Table 6.5 (Refs 6.10, 6.11) which was not in agreement with the

14 10).

estimated frequncy factors (7107 vs 10 Based on the data for

these three reactions the decision was made to alter all of the
nine cvllision theory frequency factors from 1010 to 101“. The
values thus obtained were decided to be the best frequency factor

estimates available and were used for all coupled stangation line

and around the body results.
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As a consequence of these changes a collection of results were
in hand with different values of the frequency factor for nine of
the 16 reactions. This information was used to give an estimate
of the effects of uncertainty of kinetic data on radiative heating.
Three sets of data were available at moderate heating conditions
1 of 50,000 feet per second, 8.85 x JLO-8 slugs per cubic foot, a
wall blowing rate of 5% of freestream, and a wall surface tempera-
ture of 3450°K at the stagnation line. The ablator was a phenolic-
nylon composite. These conditinns and ablator were the same as

those studied by Esch (Ref. 6.2) who used an equilibrium chemistry

model. The study was extended to include a comparison of the best
kinetics with equilibrium at more severe heating conditions.

It would have been more desirable to conduct a parameter
study on all frequency factors and activation energies. However,
since one case requires approximately 60 minutes of computer time
it was felt that the .available .results would serve.this. purpose.

In all, these runs required three hours of computer time.

Moderate heating conditions in ablation layer: For the case

of moderate heating to a phenolic nylon ablator, the freestream
conditions of 50,000 feet per second and 8.85 x 10"8 slugs per
cubic foot were used. Wall blowing rate was 52 of freestream
blowing and wall surface temperature was 3450°K. All three non-

equilibrium chemistry cases were investigated and compared to

e chemical equilibrium of Esch (Ref. 6.2).
The basis of comparison is the radiative heating rate arriving
at the ablator surface since this is the most important parameter

in design of thermal protection systems. It will be shown that as a
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result of variations in species concentration profiles in the shock
layer for the different frequency factors of nine reactions the
radiative heating can be appreciably altered. In the ablation layer
the important species appears to be the highly absorbing carbon atom.

In Figure 6.13 the radiative flux divergence profiles are shown
for the three reaction rate sets investigated and the equilibrium
results of Esch (Ref., 6.2). The radiative wall heating rates for
the cases are also shown in Figure 6.13 - best (121 BTU/sq ft-sec),
slow (160), fast (90), and equilibrium (349). In Figures 6.14, 6.15,
and 6.16 are the species profiles for the finite rate cases and
equilibrium species porfiles are presented in Figure 6.17.

The interaction between species and radiative heating in the
ablation layer is quite pronounced. Note that there is a trend in
radiative flux divergence profiles near the stagnation point (n=0.1
to n= 0.4) for the four cases presented, The equilibrium model
(the infinitely fast reaction rate) demonstrates a large dip in this
region, the fast kinetics perturbation dips slightly less, the best
kinetics shows no dip at all, and the slow kinetics perturbation
actually reaches a local maximum in the stagnation region. The
results indicate that, at increasingly faster reaction rates, the
radiative flux divergence drops off due to some absorption mechanism
in the stagnation region. For an explanation of this phenomenon,
inspection of the species profiles in Figures 6.14 through 6.17 is
helpful., Notice in particular the carbon atom profiles for the four
cases. Both equilibrium and the fast kinetics pertubation show
high peak mass fractions of carbon atom ("0.5 to “0.6). The best

kinetics case shows a moderate peak for carbon atom (mass fraction
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of 0.15), and in the slow perturbation kinetics case there was not

a significant concentration of carbon atom anywhere within the shock
layer. The key to explain the nature of the radiative flux diver-
gence profiles near the stagnation point is these carbon atom
profiles. Carbon is a highly absorbing species in this temperature
range, therefore, high concentrations result in significant reduc-
tions in radiative heating as evidenced by the results presented in
Figure 6.13. For the three kinetics models, the heating rate
increases (90 BTU/sq ft-sec for fast, 121 for best, 160 for slow)

as the reaction rate is decreased. The exception to the rule 1is

the infinitely fast rate of equilibrium which has the highest heating
rate, 349 BTU/sq ft-sec. This discrepancy will be discussed in the
following section.

The importance of carbon atom radiative absorption can be
corroborated with the results of Engel (Ref. 6.3). In Figure 6.18
are the temperature profiles and radiative heating rates obtained
by Engel for three cages at the same conditions. The first case
included all species in the radiative flux divergence calculation
(1661 BTU/sq ft-sec), the second case excluded carbon atom (2530
BTU/sq ft-sec), and the third case omitted molecules (2605 BTU/sq
ft-sec). The effect of which species are included in the radiation
calculation are seen to have a dramatic effect on radiative heating
at the ablator surface. Of special significance is the increased
heating effect when carbon atom is omitted allowing a 522 increase.
The same type of effect is realized with respect to slow and fast
perturbation kinetics of the present investigation, By slowing down

the reaction rate to a point where no atomic carbon is produced
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(slow perturbation kinetics, 160 BTU/sq ft-sec), a 78% higher
heating rate is observed than the fast perturbation kinetics, 90
BTU/sq ft-sec. The best kinetics case, with an intermediate
buildup of atomic carbon, results in an intermediate heating rate,
121 BTU/sq ft-sec.

In summary, the three kinetics cases of the present investiga-

i tion and the equilibrium analysis of Esch follow a pattern in their
[ ablation layer species profiles with atomic carbon increasing as
|

reaction rate increases. The radiative flux divergence profiles
of these cases reflect this trend near the stagnation point by

§ demonstrating a significant reduction for cases where the highly

absorbing carbon atom is present in high concentrations. The radia-
tive heating rates of the three kinetics cases of the present
} investigation also reflect this trend by increasing as atomic carbon
decreases corresponding to a decrease in reaction rate. The excep-
tion to this trend in heating rate is the equilibrium results which
show the highest radiative heating rate although the atomic carbon

concentration is high for this infinitely fast reaction rate. The |

TR mm e

reasons for the apparent contradiction are discussed in the following
section.,

Moderate heating conditions in air layer: In Figure 6.17 the

species profiles from Esch's (Ref. 6.2) equilibrium analysis were |
presented. As disucssed above, these results compare well with the

results of the fast finite rate analysis in the ablation layer. Note,

however, that the species mass fraction profiles in the air layer

for chemical equilibrium are very much different than any of the '

finite rate analyses (Compare Figure 6.16 with Figures 6.13, 6.14
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and 6.15), There appears to be little reaction occurring in the

air layer for the nonequilibrium analysis (Figures 6.14, 6.15,

and 6.16) if one inspects the flat nature of the N, N+. 0 and 0+
profiles. The N+ and 0+ ion concentration levels remain high

until they reach the diffusion zone near the stagnation point
indicating no reactions are proceeding in the air layer. The
equilibrium analysis of Esch produced species profiles as shown

in Figure 6.17. The mass fractions of ilonic species N and 0+
decrease from shock to stagnation point much faster for equilibrium
thun for nonequilibrium. The equilibrium mass fractions of atomic

species N and O compensate by increasing readily. In other words;

at equilibrium reactions take place which alter the species pro-. . . .. .

files in the air layer. If the shock layer were truly near chemical
equilibrium, the finite rate reactions would reflect this by
occurring fast enough to experience similar profiles to the equili-
brium profiles. They do not; therefore, one can conclude from
these results that equilibrium is not a valid assumption even for
this hot outer air layer -- at least at these conditions (50,000
feet per second and 8.85 x 10-8 slugs per cubic foot) and a non-
equilibrium shock calculation should be performed.

The postulate that the shock wave is not at equilibrium, as
assumed, is substantiated by the work of Carlson (Ref. 6.12).
Carlson did a nonequilibrium calculation across the shock wave using
an air chemistry model, He states that a high degree of chemical
and thermal nonequilibrium can exist for low pressure conditions as
in this study. The conclusion is made that these effects cannot be

neglected if accurate sclutions are desired. Zeldovich et al.
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(Ref. 6.13) explains that it is not until 20,000°K that rapid atomic
dissociation is achieved, and the rate of single ionization is

still considered a slow mechanism at this time. Slow refers to a
process which requires a large number of gas kinetic collisions.
When the pressure is reduced, the number of collisions is reduced.
The result is that the shock wave 18 only in partial equilibrium
and probably has only achieved atomic dissociation at best.

The radiative heating implications are evident when an iraspec-
tion is made of these species mass fractions in light of the
radiative properties. The air layer is a predominantly emitting
zone. The species that exist in the air layer are N, N+, o, d+,
and e of which radiative properties exist for N, 0, and e. In
the equilibrium case (qR = 349 BTU/sq ft~sec) the emitting species
of N and O atoms are present in higher concentrations than in the
nonequilibrium cases (qR = 160 BTU/sq ft-sec). The concentrations
of the nonemitting N+ and 0+ ions and the emitting electron are
present in high concentrations for the nonequilibrium cases. This
shift from nitrogen and oxygen atom radiative properties to electron
radiative properties for equilibrium and nonequilibrium respectively
appears to have a significant effect on the radiative heating.
Equilibrium predicts 190% higher radiative heating than nonequili-
brium best kinetics. The result is a lower net radiative heating
(emission) when the air layer is highly ionized.

In Figure 6.13 the radiative heating differences of the various
chemistry models were dramatically demonstrated. The three non-
equilibrium models show similarity in the vicinity of the air layer

for both species profiles and radiative flux divergence. The
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equilibrium model, on the other hand, depicts a much greater
positive flux divergence in the air layer thus demonstrating its
widely different species composition in this air layer (atomic
rather than ionic).

The apparent paradox that equilibrium has the highest heating
rate (349 BTU/sq ft-sec) and fast kinetics has the lowest heating
rate (90 BTU/sq ft-sec) can now be explained. The reason for this
1s that "fast" applies only to some select reactions. These
reactions all pertain to species in the ablation layer. Therefore,
the air layer is practically unaffected by changes made for the
three kinetics cases. This is the reason the radiative flux diver-
gence and species profiels are almost identical in the air layer
for the kinetics cases of the present investigation. The equilibrium
analysis, in contrast, is seen to be dominated by the radiation from
the air layer (Figure 6.13).

Severe heating rate conditions: In Figure 6.19 is a plot of

species profiles at the stagnation line for the coupled solution of
a severe heating rate case (Case 3) run using the frequency factors
from the best kinetics case in Table 6.5. In this case a freestream
velocity of 52,000 feet per second and a freestream density of

5.0 x 10-7 slugs per cubic foot were used. The radiative heating
rate at the ablator surface for the coupled solution was 1782 BTU/
8q ft-sec with a blowing rate of 12% of freestream. A comparison
was made with an equilibrium case of Esch (Ref. 6.2) run at 50,000
feet per second, 4.5 x 10.7 slugs per cubic foot, and a blowing

rate of 20% of freestream. The radiative heating rate for this

case was 1816 BTU/sq ft-sec. These conditions are not exactly the
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same as the finite rate conditions, but they are close enough for
comparative purposes.

A plot of species mass fraction profiles for Esch's equilibrium
case is shown in Figure 6.20. The stagnation point of the non-
equilibrium analysis (Case 3) in Figure 6.18 is about n = 0.4
whereas Esch's equilibrium ans'ysis has a stagnation point displaced
further toward the shock (n = 0.6). The reason for the difference
in stagnation points is that Case 3 has a blowing rate of 12X and
Esch assumed a blowing rate of 20X. Other than this difference the
species profiles are remarkably similar -- even in the air layer
where the moderate heating rate analysis showed a great deal of
difference (Figures 6,16 and 6.17), For both the severe heating
rate cases, atomic nitrogen and oxygen build up in concentration
from shock to stagnation point and ionic species N+ and O+ decrease
in this region. At the stagnation point itself, the concentration
of all air species decreases due to diffusion. In the ablation
layer the major species again have very similar profiles. Flat
profiles are observed for CO, CZH, and NZ' Carbon atom attains a
peak of about 0.6 mass fraction at the stagnation point and drops
off rapidly on either side.

For years investigators have postulated that at high heating
load conditions, the shock layer approaches chemical equilibrium
and could therefore be modeled as such. The results presented here
for the severe heating case only support this contention. The
conditions in the hot outer air layer (14,500°K) are such that
reactions occur fast enough to compare with equilibrium. The

reason for this result is a combination of both high temperature
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and post shock pressure (0.5 atm). For the moderate heating

cases discussed earlier, the post shock pressure was only 0.1 atm
and the shock temperature was 13,000°K. Since the phencmenoclogical
reaction rate expression has a collision theory temperature depen-
dence and is proportionul to the product of the partial pressures,
the thermodynamic variables of temperature and pressure are very
important to the finite rate chemistry. The combined effect of
high temperature and high pressure provides sufficiently fast
chemical reaction rates that the shock layer approaches equilibrium
at severe heat loads.

The radiative flux divergence profiles of these two cases are
presented in Figure 6.21. The profiles are very similar showing a
characteristic dip in the stagnation region and increasing rapidly
in the air layer. The dip in flux divergence for Case 3 is closer
to the ablator since the stagnation point is cl-s=r to the ablator
(due to a 12% vs 207 blowing rate). The radiative heating rates
for the equilibrium (1816 BTU/aq ft-sec) and the nonequilibrium
(1782 BTU/sq ft-sec) differ by only 2% demonstrating excellent

agreement.

Species Boundary Conditions

At the shock wave chemical equilibrium air is normally assumed
to provide boundary conditions at the shock. This assumption is often
a good one especially at high heat loads (as discussed in the previous
section). However, the boundary conditions at the ablator are most
likely different from equilibrium. In Appendices A and B a non-

equilibrium char layer analysis and the nonequilibrium Hertz-Knudsen
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equation are ugsed to determine the conditions at the ablator surface.
Ablator surface compositions of twenty species vary as functions

of surface temperature, pressure, and blowing rate, To couple
species compositions from the nonequilibrium ablator analyses to
the shock layer or even their results would be a formidable task

in itself. Based on the results presented in this section and the
tremendous computational simplification involved, one nonequilibrium
set of ablator surface mass fractions was used for all coupled
stagnation line and around the body results. The conditions that
these species compositions were obtained from were a surface tem—
perature of 3600°K, a surface pressure of 1.0 atmosphere, and a
mase loss rate of 0.04 1lbs/sq ft-sec.

To evaluate the effect of this simplification on radiative
heating rates two cases were investigated for the following conditions
~-- freestream velocity of 50,000 feet per second, freestream density
of 8.85 x 10-8 slugs per cubic foot, and a wall blowing rate of
5% of freestream. The frequency factors of the best kinetics in
Table 6.5 were used and coupling of shoc“ layer to ablator surface
was not attempted. The compositions chosen for the study are
shown in Table 6.6. One case is equilibrium compositions at 3450°K
for a phenolic-nylon ablator with an elemental composition shown
in Table 6.7. The other case used the nonequilibrium values at
3600°K, 1.0 atmosphere, and 0.4 mass loss rate achieved from the
nonequilibrium analyses described in Appendices A and B.

The radiative heating rates were 125 and 121 BTU/sq ft-sec for
nonequilibrium and equilibrium ablator boundary conditions respec-

tively. The radiative flux divergence profiles for the two cases are

R
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Table 6.6
Species Composition at the Ablator Surface

Component EqunM%um
L o, 4.81 x 10712 1,00 x 10710
2. N, 5.37 x 1072 —4.95 x 1072
3.0 9.74 x 1078 1.00 x 10~ %0
4 N 9.44 x 107° 1.00 x 10~10
5. of 1.66 x 10”20 1.00 x 10720
6. N 5.72 x 10718 1.00 x 10710
7. & 1.13 x 1077 1.00 x 10710
8. C 1.3 x 1072 2,11 x 1072
9. H 3.86 x 1072 2.21 x 1072
10. u, 1.36 x 1072 4,13 x 1072
11. o 2.69 x 1071 2,57 x 1071
12. ¢, 8.17 x 102 3,69 x 107!
13. CN 7.79 x 1072 1,00 x 10720
L4, C,H 1.65 x 1071 1.39 x 107
15. C,H, 1.67 x 1072 5.89 x 1072
16. C,H 1,30 x 1077 1.00 x 10710
17. C,H 8.42 x 1072 1.00 x 10730
18. HCN 3,10 x 10”° 1.00 x 10710
19. ¢, 2,47 x 1072 4,22 x 1072
20, ¢t 1.43 x 10711 1.00 x 10710
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Elemental Composition of a Phenolic Nylon Ablator

Element Elemental Composition
(mass fraction)

Carbon 0.7303

Hydrogen 0.0729

Nitrogen 0.0496

Oxygen 0.1472
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shown 1in Figure 6.22. They compare almost identically along the
shock layer with the exception of a slight difference near the sur-
face which is expected. The difference in radiative heating

rates is only 3.2% which is definitely within the accuracy of the
calculation, If the extreme case of equilibrium at the surface
varies so little from the nonequilibrium conditions used, then the
true nonequilibrium values should differ even less. Based on the
insensitivity of the analysis to the wall boundary conditions, it
was decided to use the one simplified set of compositions in

Table 6.6,

Computation Time and Core Usage

The stagnation line and around the body results that have been
presented in this chapter represent a sizeable amount of computer
time and core usage. The computer utilized in this study was an
IBM 360/65 and the program was compiled on the FORTRAN H-compiler
for maximum computational optimization. The total size of the

program was about 252K bytes which was overlayed down to 186K bytes.

The radiation package, LRAD, developed by Engel (Ref. 6.3) was itself

96K (overlayed from 104K bytes) of the 186K. The computer time
usage was in the order of 100 hours of actual CPU time with about
60 hours being used on stagnation line solutiovns alone.

The major time consumption calculations were radiation (LRAD)
which took 1.5 minutes per pass and the species solutions which
took 20 seconds per pass. The LRAD calculation included line and
continuum radiative properties for twelve ionic, atomic, and mole-

cular species. This same calculation took 2.5 minutes by Esch
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(Ref. 6.2) when using the same computer but the FORTRAN G compiler
instead of the FORTRAN H compiler. Since there were 20 species,
it took 20 seconds of total time to solve the specles congervation
equations taking approximately one second per species. The iteration
scheme employed in this study called for many more solutions to
the species equations than the radiation flux divergence in LRAD,
therefore the total time utilized in the species solution was about
three times the LRAD calculation.

The total time for a major iteration loop was about 8 minutes.
The total time for stagnation line uncoupled solutions took anywhere
from 0.5 hours to about 6 hours. In comparison the same case that
took Perez (Ref. 6.1) about 30 hours of CPU time only took 40
minutes for the present investigation. The savings in computer time
is believed to come from different initialization, iteration scheme,
and efficienc& in programming. The initialization of species pro-
files, for exemple, was achieved by using flat or frozen flow com
positions from shock and ablator to the stagnation point. Since
chemical reactions were slow for this case especially in the air
layer, the initially assumed compositions were close from the start.
Perez, on the other hand, assumed equilibrium profiles and iterated
until the profiles became flat. For other cases Perez's initializa-
tion scheme may prove more advantageous. For a coupled stagnation
line solution, at least three stagnation line solutions had to be
run so typical coupled solutions required in the order of 10 hours
for completion.

The around the body solutions required differing amounts of

time depending on the severity of heating rate. Usually the more
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severe heating rates took longer to reach the same distance
around the body as a less severe case. For instance Case 1
(qR = 153 BTU/sq ft-sec) took about 2.5 hours to reach a point of
£ = 0,45 whereas Case 4 (qR = 2232 BTU/sq ft-sec) only reached a

point of £ = 0,30 after 4.0 hours (see Figures 6.5 &nd 6.6).

I R,

One reason for long computation time in the around the body
solution was the shock standoff distance, §. If the calculated
value was very different than the input value, convergence on all
- the conservation equations was very difficult (especially momentum).
When the input shock standoff distance was altered to yield a more
realistic value, the heating rate.; were essentially unchanged but
the computation time decreased significantly -- sometimeé by a

factor of two. This result was discussed in Chapter V and it was

LTSS

decided that since heating rates remained unchanged, the input
shock standoff distance would only be altered to improve the convergence
rate of the conseravtion equationa No real attempt was made to obtain
absolute convergence of the shock stanoff distance.

The important point to be made from these results is that shock
layer solutions do require large amounts of computer time and
core. Although the analysis was diligently trimmed to reduce both
time and core usage, the expense is still seen to be phenomenal.
Such small inputs as shock standoff distance or iteration scheme
can greatly alter the CPU time required. Further improvements in
Sy such things to reduce this computaticnal expense should be studied

in the future.
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Summary

An investigation of the performance of a phenolic-nylon
ablator has been made for flight conditions characteristic of return
from planetary flight. The conclusions and recommendations result-

ing from this study are presented in the following chapter.
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CHAPTER VII

CONCLUSIONS AND RECOMMENDATIONS

Conclusions

Based upon the results of the present investigation, the

following conclusions are drawn:

1, The numerical solution of the conservation equations were
found to yield stable and accurate solutions to the nonequilibrium,
radiating shock layer surrounding a blunt reentry body.

2. Nonequilibrium results, when compared to equilibrium results
at comparable conditions, yield consistently lower wall heating
rates.

(a) The largest differences in equilibrium and nonequilibrium ‘
heating rates occurred at low head load condftions. This |
fact was due to the inability of the finite rate reactioms ?
in air to proceed as fast as these conditions at equili-
brium, The air layer species profiles in this layer were »

l very different for equilibrium and nonequilibrium thus
drastically changing the radiant emission back to the
ablator wall, g
(b) The nonequilibrium heating rate, although lower than equi-
o, 1ibrium, did approach the equilibrium prediction for high
| heat load conditions. The reactions did proceed fast
enough in these cases to yield near equilibrium species

profiles resulting in similar radiative emission,.
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3, One normalized around-the-body blowing rate profile was
sufficient to adequately couple all the cases studied on the
trajectory (coupling required a surface energy balance on the
ablator).

4, The specification of equilibrium boundary conditions at
the shock wave may be an invalid assumption; especially for low
heating rate conditions since the air layer is itself far from
chemical equilibrium at these conditions.

5. An incorrect estimate of input shock stand-off distance in
the around-the-body solutions does not appraciably affect the
coupled surface heating rate around-the-body but can increase com-
puter time quite significantly.

6. The choice of species wall boundary conditions does not
greatly affect the shock layer solution. For heating rate at the
surface there was a 4% difference in heating rate between non-
equi iibrium and equilibrium wall cases.

7. Computer time for the stagnation line and around-the~body
analyses is large (over 100 hours) for the radiating, nonequilibrium
chemistry model used. The radiation calculation (LRAD) and the
convergence of the species conservation equations were the major
time consuming steps.

8. The temperature form of the energy conservation equation is
extremely unstable for the shock layer system with finite rate
chemistry and radiation., 'The enthalpy form of the energy equation
is quite stable and converges satisfactorily when the proper damping

coefficients are chosen,
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Recommendations

Considering the conclusions presented above, it is recommended
that:

1, Nonequilibrium predictions should be employed when low
heating rate conditions are involved (<1500 BTU/sq. ft.-sec).
Equilibrium models are sufficient for high heat load conditionms
(>1500 BTU/sq. ft.-sec).

2, TFor a conservative estimate of the mass loss rate for the
phenolic nylon ablator, equilibrium predictiors should be used
throughout since this will overpredict the mass loss.

3. One representative set of species compositions should be
used at the ablator surface to reduce the computational difficulty
and computer time required. The difference in radiative heating
was shown to be small (4%) for the cases investigated.

4. An investigation should be performed to determine the
effect of doing a finite rate analysis across the bow shock. The
equilibrium assumption was shown to be in error at low heat load
conditions.,

5. The numerical analysis in its present form is extremely
computer time sensitive to the specification of this profile around-
the-body. A more satisfactory method of solution should be found
for shock standoff distance calculation.

6. The enthalpy form of the energy equation should be preferred

to the temperature form since the enthalpy form is much more stable.
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NOMENCLATURE

Planckian radiation intensity (m/t2 x no. of particles)

Mass fraction (mass of i/unit mass of fluid)

0 YM nM
Py 14 114,71
G2 w " 1G=1

Specific heat at constant pressure (L2/t2 xT)
Multicomponent diffusion coefficient (L2/t)

Effective multicomponent diffusion coefficient (Lzlt)
Thermal diffusion coefficient (m/L x t)

Binary diffusion coefficient (Lz/t)

Stagnation internal energy (mLZ/tz)

Radiative flux divergence (m/L x t2)

Strain tensor (1/t)

Velocity function, u/ua

Gibbs free energy (mLz/t2 x mole of j)

Total enthalpy, H = h + V2/2

Static enthalpy, h = Q + P/p (Lzltz), also Planck's constant
Mass flux vector of species {1 (m/L2 x t)

Ordinary coefficient of thermal conductivity (nL/t3 xT)
Boltzmann's constant (mL2/t2T)

Bulk thermal conductivity (mL/t3 xT)

Molecular weight of species 1 (mass of 1i/mole of 1)

Mass of {1 (m)
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Number density (particlee/Ls)

Molal volume (moles of i/L3)

Molal density (total molea/La)

Static pressure (m/L x tz) or (F/Lz)

Prandtl number, Cpu/k

Radiative stress tensor (m/L x t2)

Internal energy per unit mass, including chemical energy
w?/e?)

Radiative heat flux vector defined by (m/t3) or
/L% x t)

Convective energy flux to a surface (m/t3)

Radiative energy flux to a surface (m/ta)

Diffusional energy flux vector (m/t3)

Body nose radius (L)

Reynolds number, pG,OUwR/”s,O

Mass rate of formation of species i by heterogeneous

reactions (m/th)

Universal gas constant (mL3/t2 x T x no. of moles)

Cylindrical body radius

Total surface generat..n of species i (m/t L2)

Thermodynamic temperature (T)

Time (t)

Freestream velocity (L/t)

Body oriented coordinate

Body oriented coordinate

Mole fraction of species 1, Y = ni/nt, £ Yi -]
i
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Greek
] Sublimation accommodation coefficient e e e e o
o Volumetric absorption coefficient, effective
E (L2 x no. of particles/La)
v Del operator (1/L)
, J Shock detachment distance (L)
i 8 Transformed shock detachment distance
; 3 Difference between the body and shock angle ¢ =0 - ¢
) (radians)
] ep Volume of voids per unit volume
n Dorodnitzyn variable
Q) Body angle (radians)
| Iv Spectral radiation intensity (m/t2 x no. of particles x
} no. of steardians)
E ; Unit tensor
E K Abgorption coefficient (L2 x no. of particles/La)
% K Local body curvature (1/L)
{ ; 1 +ky
A (- 2/3 1) (@/L xt)
: M pX Yiui mean molecular weight of the mixture (m of mixture/
' mole of mixture)
L M Ordinary viscosity (w/L x t)
; Bulk viscosity (m/L x t)
'W»u(; v Frequency (1/t)
P Densgity (m/La). p =0 M
l Py Partial density of species i, o, = nini (m of 1/L3)
o Density ratio across shock o, /o
P o .
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a Radiative absorption cross section (Lz)
Ty Optical depth at frequency v
: Viscous stress temnsor (m/L x tz)
¢ Shock angle (radians)
5& Unit vector in the direction of photon propagation
Q Solid angle (stearadians)
Qij Collision integral of colliding species i and }
w, Generation of species 1 (m/L3 x t)
u Component of V in the El direction (parallel to
body surface) (L/t)
v Velocity vector, ul + vi + wk (L/t)
v Component of V in the directioa normal to the body
surface (L/t)
Subscripts
i Species 1
w Wall quantities
o Stagnation line quantities
o Freestream conditions
8,6 Quantities immediately behind the shock
Superscripts
D Diffusion
A 0 or 1 denoting two-dimensional or axisymetric respectively
(an exponent)
T Thermal
* Denotes dimensional variables
o Standard state quantity

e ———
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Evaluated on char side of ablator interface

Evaluated on flow field side of ablator interface
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APPENDIX A

ENERGY TRANSFER IN THE CHAR ZONE

Introduction

An important step in the development of a coupled solution
for the heat transfer in the flow field of a reentry body, is the
description of the ablator itself. For the phenolic nylon ablator
studied in this investigation, there are two zones of interest in
the ablator - the decomposition zone and the char zone. This
section will concentrate on the solution of the conservation
equations in the char zone since this is the zone of most signifi-
cant heat and mass transfer. For results of the phenomena occurr-
ing in the decomposition zone, the work of del Valle (Ref. A.l) was
used.

The solution of the char zone conservation equations requires
a specification of the thermodynamic and transport properties for
the species involved along with a set of chemical reactions which
occur at the conditions present. For this information the work of
del Valle (Ref. A.1) was again used as a basis.

The problem of using del Valle's results directly as input to
the flow field was a severe shortcoming in the numerical technique
used. The conditions studied in del Valle's work allowed the use of
fourth order Runge-Kutta for numerical solution of the energy and
species equations. Unfortunately, these conditions were for the
case where chemical reactions were not very rapid. The conditions
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required for a coupled solution to the flow field surrounding the
ablator during planetary return have much faster chemical reaction
rates. The step size for the Runge-Kutta integration became so small
(in order to insure stability) that computation time became excessive
and accuracy became questionable (due to round cff errors). A new,
absolutely stable numerical technique was then used which was many
times faster than Runge-Kutta. This implicit technique is called

the Padé integration scheme.

In this section a brief development of the one-dimensional con-
servatioun equations that describe the char zone will be presented.
This development will be followed by a discussion of the Padé
integration scheme and numerical solution of the energy and species
equations. Finally, results will be given which were used in the

coupled shock layer-phenolic nylon ablator solutions of this study.

Development of the Char Zone Analysis

To predict the energy transferred in the char zone, the equations
of change are written to apply to one-dimensional flow in the char
zone. Using a quasi-steady state approximation, the point of view is
taken of an observer moving with the negative of the surface reces-
sion velocity. This is illustrated in Figure A.1 which shows schemati~
cally the virgin plastic, pyrolysis gases, and char. The point at
which thermal degradation of the plastic is initiated is taken as
z=0.

The material balance relating the virgin plastic flow with the
flow of pyrolysis gases and degrading solid in the combined decom

position char zone was written by Stroud (Ref. A.2) as
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where w is the total gas mass flux, v is the surface recession
velocity, and Po and p are the virgin and degrading solid densities
respectively. This assumes one-dimensional flow, quasi-steady state,
and that the bulk volume of the char is the same as that of the
virgin plastic. All of these have experimental justification. The
composition of the gases generated by the decomposition of the
virgin plastic composites must be known to be able to accurately
predict the energy absorbed due to chemical reactions in the char
zone, As illustrated in Figure A.1, these pyrolysis products enter
the char zone and exit through the front surface of the char, at
Z = L, Changes in the mass flux of the various species within the
char occur as a result of chemical reactions at finite chemical
reaction rates.

The particular restrictions and assumptions made in the forma-
tion of the combined zone analysis are presented below and have

been justified by del Valle in Ref. A.l.

(1) Flow of pyrolysis gases is quasi-steady and one dimensional.
(2) Pyrolysis products behave as a perfect gas mixture.

(3) Thermal equilibrium between the pyrolysis gas products
and the char is attained.

(4) PV work and viscous dissipation are neglible.

(5) Diffusional transport is negligible.

(6) Virgin material, char and gas physical properties are
variable.
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(7) For momentum transfer in the char zone the modified form
of Darcy's Law was used.

The application of the above restrictions to the general equa-

tions for flow fo the pyrolysis gases in the char zone is now

discussed.

SpeciesContinuity Equation: Referring to Figure A-1 the

species continuity equation for the ith component of a gas mixture
for flow through a porous medium is (Ref. A.3)

Dp

i
=5 = -, ('u) = (V1)) + R

Dt i

where Py is the concentration, Ji’ the mass flux by diffusion, Ri‘
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the rate of generation of chemical species i and u is the velocity of

the pyrolysis products within the pores.
For steady, one dimensional flow of gases with the above

restrictions Equation (2) reduces to

_dQ; (pyu) = R, (3]

1f the mass flow rate of pyrolysis gases do not lose or gain by

chemical reaction, Equation (3) becomes, summing over all the gas

species:

o
I 3 gw 0 [4]
i=1

However, If the mass flow rate of pyrolysis gases changes due

to carbon deposition, Equation (4) becomes:
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n
Z 'dd_z (Diu) - "Rc (5]
i=]

where Rc is the amount of carbon deposition., If we define W as the
mass flux of pyrolysis gases based on the cross-sectional area of

voids in the char, Z PyUs (units of lba/ft voids -sec) Equation (5)

i=]
becomes:

d n d
Z 3z (P40 = R (6]

Equation (6) says that any change of the mass flux of pyrolysis
gases is8 due to the loss or gain of carbon by chemical reaction of

the pyrolysis gases with the char.

Momentum Equation: The momentum equation for flow through

porous media was formulated by H. P, G, Darcy in 1856 (Ref. A.4).

Darcy's Law 1is:
a
U= (VP - pg) (7]

Applying this equation to a one~dimensional, horizontal flow

through a porous char layer and solving for the pressure gradient

gives:
) [8]

This equation is valid at low gas flow velocities within the

porous medium. However, at high gas velocities it i{s necessary to

R —— o v L

. -

:
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to add a term to account for the inertial effects. This additional

term leads to a modified form of Darcy's Law:

- =L o) + 80 (uo)? [9]

Multiplying both sides of Equation (9) by the gas density, o,
followed by substitution of the ideal gas equation of state
(b = PM w/R.T) on the left hand side of the Equation (9), can be

written in the following form

2

- —=— === p(u/a) (ue) + Rp (uE)2 (10]

If we define W as the total mass flux of pyrolysis gases based

on the total area, we have that:
W=W = ¢gpu 11
b P (11]

Therefore, substitution of Equation (11) into Equation (10) results
after rearrangement:
-PdP = -ﬁl (/)W + 8 (W2 (12}
w
Integration of Equation (12) between the front surface pressure
(P = PL at Z = L) and any point within the char layer, (P at 2),
results in an integral equation for the pressure distribution in

the char.

) 172
P (-p 2+ 2R(Er(u/a) WM )dz + Bractm) n? a1t (a3

s+ e e e e 72
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In this equation all parameters that vary with temperature
(hence, char distance) are left under the integral signs. These
parameters are calculated by polynomials in temperature and from

the solution of the energy equation.

Energy Equation. To formulate the equation that describes the
energy transfer in the char zone, the energy equation for the gas
and for the solid are written separately. They are later combined
considering that the gas and solid are at the same temperature at
any cross section in the flow; that is in thermal equilibrium.

The one dimensional, steady state energy equation for a gas

mixture containing n species in reacting gas flow through porous

media is
= dr d 41 2
Vo g mern o) - 5121 H, R, [14)

Similarly, the energy equation for the solid in the char zone

simplified for the same restrictions to the following form:

dT d dT
(1-¢) Cp v (1-¢) T (kc E;) + (1=¢) HcRc {15]

The total energy transferred in the char zone is formed by
adding Equations (14) and (15) and by using the definition of W of

Equation (11):

+1
= dr _ d dr, _ " =
[eCpWp + (1-e) C_ov]l o = 37 (kg ) - 121 H, R (16]

where ke represents an effective thermal conductivity defined

kg = ¢ g+ (1-0) k_ (17)
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where E;is the thermal conductivity of the flowing pyrolysis gases

and kc that of the solid matrix.

n+l
In addition the term | H, R is defined as:
i=1
ntl - n
! H Rece Zl H, R+ (l-¢) B R [18]
1=1 1=

The above represents the energy absorbed by the chemical
reactions on a "total volume" basis. The solution of the energy
equation, Equation (16), givee the temperature distribution in the

char zone.

Padé Numerical Integration Technique

A system of n first order ordinary differential equations

(ODE's) can be expressed in general form as:
y(e) = £ (t,y) ;5 y(e) =y, [19]

where y is a vector valued function of t, and f is a vector valued
function of t and y. Given the initial vector Yo the system of
ODE's is to be numerically integrated over the time domain
(to, tf).

A class of stable integration formulas can be derived by using
known pfopertiea of linear ODE's. A numerical method of solution
i8 termed stable if an error, once introduced, decreases from
step to step. It can be shown that for a stable solution the eigen-
values of the matrix [afilayj] have negative real parts (see Ref.
A.5). These formulas, while directly applicable to a system of

linear ODE's, may be applied to systems of non-linear differential
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equations by linearizing at each step. Even considering the additional
computer time necessary to linearize the equations, the total time
needed to solve a complete problem is much less than required by any
standard method (Ref. A.6).

Consider a system of n linear ODE's with constant coefficients:

y (t) =Ay (t) +b [20]
the formal solution of this equation a t = h is

y(h) = exp (hA) [y, + A bl - A1 b [21]

where

oxp (hA)-I+hA+-21-(hA)2+. ..

In Equation 21, the exponential term can be approximated in
numerous ways, and the form of the approximation will determine
whether the procedure is stable. A convenient method of approximat-
ing any function is the rational approximation, which can be
derived using the Padé transformation of the power series. If P
and Q are polynomial of degree p and q, respectively, the exponen-

tial is represented as

A . Q'IP + E (hA)

The rational approximation agrees with the power series of exp (hA)
for at least p + q + 1 terms and the residual error is denoted by
E(hA). The polynomials P and Q for the exponential function

(Ref. A.7) are given by
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P
. (p+q-=k) ! p! nayk
pel Gro e g-wr W

k=0

(p+q-k)!q!

q
Q -kzo G+l k! (q-K

r (-hA)¥

Substituting the rational approximation into Equation (21)

yields the desired integration formula:

1

y(h) = Q'1 P [y°+-Afl bl -4 b
Or rearranging the terms,
-1 -1
y(h) = Q" [Py_+ (P - Q) A" b] [22]

Equation (22) includes numerous types of single step integration
methods and not all of these methods are stable. The Euler method,
which has been shown to be partially stable is a special case of
Equation (22) with Q = I and P = I + hA (q=0and p=1). In this
section only the stable procedures are of interest and for these
methods q > p. Of particular interest are those methods where the
diagonal (p = q) of the Padé table is used. Such methods are called
Padé integration procedures or rational approximation methods. For

the cases p = ¢ = 1 and p = q = 2, the following expressions are

obtained from Equation (22):

gy = (1 - 30071 [+ a8y, +10) + 00 (23]




1 1

1 1 2 5
y®) = [1 -3 [(1 +3 hA + 35 () )y +hb]+0(h%) [23b]

1 2,
hA+T§-(hA) ]

The truncation errors are O(ha) and O(hs). respectively.

The Padé integration method is directly applicable to linear
systems of ordinary differential equations. Some additional steps
are required to apply the method to chemical kinetic equations, which
are represented by Equation (19). The non-linear system of equations
can be reduced to the form Equation (20) by expanding the function

f 4in a Taylor's Series and neglecting terms which are second order

and higher:
; = f(t_,y) + 2 (¢ L,y )y 4 O(Ayz) [24)
0’7o 3y 0’0o

where oy =y - ¥, and %% (to,yo) denotes the matrix A in Equation (20)

with elements

a . = Sf1

Yo,
3 th th
The indices 1 and j denote the i~ and j  elements in the f and y

vectors, respectively. Hence grouping terms as in Equation (20)
Ny f 2
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The phenomenological kinetic rate expression represents the

function fi which must be expanded in a Taylor's Series as shown in

Equation (24). 1In terms of the functions fx the elements of the

matrix, A, and vector, b, are

., ==t [26)

e 4 oot o st ¥ A . bt s e b s Vo 2 s 8 8

|
|
i
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bi - fi(totyo) - z aik (yo)k [27]
k=1
where the index i denotes the species production equation, the index

j denotes the species, and (yo)k is an element of the vector of

species at time to.

The Padé integration routine used in this analysis assumes that

y(0)=0. This assumption simplifies Eqs. (23) and the linearized

system is then conveniently expressed in terms of Ay as

(1-2ha+ Ka%) Ay = hb [28)

where K = 0 for a second order integration scheme and K-h2/12 for a
fourth order integration scheme. By permitting K to be specified as
an input, either the second order or fourth order methods can be
conveniently selected. In cases where the higher order scheme offers
no great advantages, the elimination of the calculation of the
matrix Az can save an appreciable amount of computer time.

The species equations are 'stiff" and therefore need to be

solved using the numerically stable Padé scheme instead of the more

conventional Runge-Kutta method. The esnergy equation, however, is
not "stiff" and its solution can be performed using Runge-Kutta as
described below, |
Energy Equation Solution j
The solution of the energy equation was perfommed using a

standard fourth order Runge-Kutta integration technique. Actually, ;
the energy equation was solved as two simultaneocus equations in

e |

Tt o i W L b W LN e L e i L e

o

Ay - ¥ T e o~
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‘! .
i %I and T by taking Equation (16) and expanding as follows:
| - dr a’r . kg dr % =
[eCpWp + (1-¢) Cp pv) rri ke —5 + — - z HtR:l. [28])
dz dz dz 1=}
dk]
where the term <z can be further expanded as
-d—ki - il_‘s SE 2
dz dT dz [29]

using the chain rule. This yields the following result

d2 dk 4T
ke ;-z—z = [eCpWp + (l-¢) C pv o+ — dT dz -+ Z H ]-a-z- [30]

or when divided by ke

d2 dk

ar _ 1 - e dT dr {31)
2" [eCWp+(le)C pv+de:+zH J 5
1=

Equation (31) is a second order nonlinear differential equation in T

which can be considered two first order in T and y = 4z + The two

dz
equations are

L = £(1,y) [32)
o
and
<. [33]
The standard fourth order Runge-Kutta integration formula can 1
‘ then be applied to the simultaneous equations.
"
Results of the Char Analysis
The results of the analysis in the char layer are presented in
Fig. A.2. Heating rates are given as a function of ablator mass |
o s e+ e e ~ T TmImemas e s il
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loes rates with ablator surface temperature as a parameter. The
heating rates are typical of those eancountered during reentry from
planetary missions. These curves were curve fit using 2 linear regres-
sion program from SAS (Statistical Analysis System developed at North
Carolina State University, Ref., A.8). The equation used to fit the

curves was:
3 2 3
q=a T pv + a, T°/ov + a, T pv + a, v [34]

where the coefficients a, to a, are given in Table A.1l.

1
The energy and species equations needed boundary conditions for
these results. For the energy equation, the heat flux from the
decomposition zone wus used (from an extension of Ref. A.l). This
heat flux from the decomposition zone is8 a function of mass loss
rate as depicted in Figure A.3. This heat flux was the value when
the solution of the decomposition zone species equations showed the
correct mass ratio of char to pyrolysis gases. The mass fractions of
gases and char entering the char layer are given in Table A.2. By
using this criteria for the specification of the interface, continuity
was achieved between the decomposition zone and the char., The heat
flux allows the initial specification of dT/dz. Alsc required in the

solution of the energy equation is the temperature at decomposition

zone-char zone interface (shown in Figure A.4).

Each species equation needs the specification of initial com-
position at the back surface., The values used in this analysis are
the same as used in Ref. A.,l. and are presented in Table A.2. The
values of species compositions as they exit the char surface are

shown in Table A.3 for conditions of mass loss rate of 0.04 lbm/sq
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Table A.1l

Curve Fit Coefficients for Heat Conducted
through the Surface of a Phenolic Nylon Ablator

3
(q= a,T

pv + aszv’p—v- + aaTav’p_v- + aapv)

250

¢ in *
cal/sq. cmsec
8 0.9292 x io™®
8 -0.1292 x 10~3
85 0.4268 x 10~/
e, 0.1516 x 10%

qQ in t

BTU(tg. ft-sec

0.1674 x 10~/

-0.3330 x 10™3

0.1099 x 10
0.2732 x 10

4

6

* T ig temperature in °K
pv is mass lose rate in gm/sq cmesec
+ T 1s temperature in °K

pv is mass loss rate in lbm/sq ft-sec
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Phenolic Nylon Ablator
Decomposition Zone - Char interface

20§

Heat Flux at Char Back Surface
(BTU/sq ft-sec)

z

L

I /] 1

0.0 0.05 0.10 0.15 0.20 0.25

fn g, pv, mass flux (lbm/8q ft - sec)

Figure A, 3. Decomposition Zone Heat Absorption
Rate,
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Table A.2
Species Compositions at the Char Zone -
Decomposition Zone Interface
Composition
Component (Mass Percent)
Hz 3.03
CH4 3.87
CZHZ 3.89
C2H4 3.90
C2H6 0.65 4
C6H6 2.59 1
C6HSOH 23.18
co 4,18
CO2 4.62
Hzo 5.65
Carbon (solid) 39.48 i
1,
Total 100.00Z %
»
i
|
1
|
|
-—?
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Table A.3
Species Compositions at the Ablator Surface
on the Char and Flowfield Sides
Component Species Composition

(Mass Percent)

Char Side Flowfield Side

H2 3.81 4,14
02H2 5.96 5.89
co 25.70 25.70
N2 4,96 4,96
CZH 11,80 13.88
H 2.88 2,21
Clia 0.08 ®
CH3 0.32 *
CH2 3.10 *
Carbon (solid) 42,11 *

c ® 36.95
02 * 4,22
c * 2.11
3 -10
C.H * 1 x10

3 -10
C,H * 1x10

4 -10
0 ® 1 x10
HCN * 1 x 10710
CN * 1 x 10710
N * 1 x 10°10
N+ * 1 x 10710
o* . 1 x 10710
ct * 1 x 10710
0 * 1 x 1071€
2 -10
e * 1 x10

* Species not considered present on this side.
[ ]
’ ’ ] Y ‘Y
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ft - sec and surface temperature of 3600°K., Theme conditions are
typical of those encountered by a re-entering vehicle from planetary
missions., Also shown in Table A,3 are the species compositions modi-
fied to agree with the species considered in the flow field. The only
species of any reasonable concentration that were omitted from ablator
surface to flow field were CH2 and CH3. The reason this was done was
the equilibrium considerations show that these species do not exist

in the shock layer. To reduce the number of species in the shock
layer and thus reduce the computation time the species were assumed to
instantaneously react to carbon solid, C(s), and hydrogen, HZ. These
values were used in the flow field analysis in order to eliminate

the complexity of curve fitting all the compositions as functions of
temperature and mass loss rate.

The reactions considered important in the char layer are given in
Table A.4 along with kinetic data. A detailed discussion of the
criteria for reaction selection and composition at the decomposition
zone interface is given in Ref, A.l. The set of 15 reactions shown
in Table A.4 are a result of applying this criteria for reaction
selection. The procedure bases its selection on thermodynamic and

kinetic consideration along with initial gas composition.

Summary

The conservation equations for the description of one dimensional
char zone layer flow were presented in this section. The char was
assumed to be degraded from a phenolic-nylon composition (40 wt. 2
nylon, 60 wt., X phenolic) at quasi-steady state. The pyrolysis

gases were assumed to be in thermal equilibrium with the porous char
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Table A.4
Chemical Reactions Occurring
in the Char Zone
Cl~l4 2 CH2 + Hz
CHZ‘ 2 CH3 + H
ZCH3 P C2 H6
CZHG 2 C2 H‘. + H2
C2H4 2 C2 Hz + H2
c2 HZ P4 CZH + H
C(s) + H,0 2 Co + H,
C(s) + Co2 pe 2 CO
H, + M e 2H+M
2 -
H O+ M > OH + H+ M
2 <
Cco -+ CO+0
2 -
H + CO2 P4 CO + OH
C6 Hs OH 2 H20 + C6 H6
% P 2 36 H,
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matrix and diffusional transport was considered neglible. The non-
equilibrium species equations required numerical solution by an
absolutely stable technique such as the Padé integration which was
described in this section,

Heating rate results as a function of surface temperature and
mass loss rate were curve fit using SAS (Statistical Analysis System).
These heating rates can then be used as Jnput to the flow field
solution as a wall boundary condition. The other wall boundary con-
ditions obtained from the char analysis are the species mass fractionms.
Due to the complexity of inputing compositions as a function of tem-
perature and mass loss rate into the flow field, constant values of
composition were used. These values were those obtained at a sur-
face temperature of 3600°K and 0.04 lbm/sq ft sec -~ conditions
typical of planetary re-entry.

Fifteen chemical reactions and 19 species were included in the
numerical solution., These reactions and species were identical to
those used by del Valle (Ref. A.1l). Selection of these was based on
thermodynamic and kinetic considerations as discussed by del Valle.

Appendix B further specifies the wall boundary conditions by
applying the Hertz-Knudsen equation to the char surface which relates

surface temperature to wall pressure and mass loss rate.
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APPENDIX B
ON MODELING SUBLIMATION OF A CHARRING ABLATOR

Introduction

The determination of the sublimation rate of carbon for a char
forming ablative heat shield is necessary to fully describe the
material response to aerodynamic heating. This sublimation rate is
required in the surface mass and energy balances which give the
interaction of the flow field and the ablator.

The sublimation model that is used in this analysis and com-
pared to other investigators is based on the Hertz-Knudsen equation.
The basic equation originally given by Hertz in 1882 (Ref. B.l)
relates in the mass of molecules striking a unit area per unit time
to the pressure and temperature of the gas. The theoretical model 1is
shown to compare quite favorably with arc~jet experimental data and

demonstrates its usefulness by it3 accuracy and simplicity.

Model Description

The Hertz equation represents the condensation of a sclid and is:

Ar | %
b, = ogx F (mu'] [1]

In the equation, o is the fraction of molecules which strike the sur-

face that condense and is referred to as an "accomodation coefficient."”

The ratio of available surface area, Ar. to the surface of total cross

sectional area, A, is included in the equation, and for a perfect sur-
face such as the fact of a crystal, Ar equals A, In the case of rough

or porous surfaces, the value of Ar will generally not be the same as
A. Equation B.1 is a modification of the simple kinetic theory rela-

tion and gives the gross rate of condensation of the solid.
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At equilibrium, the condensation rate is equal to the vapori-
zation rate, and the pressure is equal to the equilibrium vapor
pressure of the solid. This approach to solid vaporization was
first suggested and experimentally verified by Knudsen (Ref. B.2)

in 1915, The gross rate of evaporization is:

1
. A iy
| - n L M 2
L U "% Pvap (Z‘ITRT] (2]
é For non-equilibrium such as the case where the subliming material
} is continually removed, the net rate of evaporation is given by the |
well known Hertz-Knudsen equation [Ref. B.3]. |
|
1 |
A = !
* - . L] - —r L 2 _ i
mEm, -m " {ZwRT] (Pvap F) (3]

i The previous equation can be extended for vaporization of a solid
into a mixture of gases by simply replacing the total pressure, P,

with partial pressure of the vaporizing component, Pi'

1
M 3

o i
mi - ai (1 -¢) 63735? (Pi, vap - Pi) (4]

Here the effective area ratio Ar/A is approximated by (1 - ¢)
where ¢ is the char porosity.

Carbon Species: Studies (Ref., B,4) have shown that the three
primary constituents of vaporizing carbon are Cl, C2. and C3. These
species have Arrhenius dependence of vapor pressure on temperature
of the form log P1 - a, + bi/T' The accomodation coefficients, s
along with the Arrhenius vapor pressure coefficients (Ref. B.5) are

given in Table B.1,
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Table B,1

Accomodation Coefficients and Arrhenius Coefficients
for Vapor Pressure of Cl’ C2 and C3 (Ref. B,5)

a -b, x 10%/T

log P -
Species Accomodation * "1,vap i 4
P Coefficient, oy
Bi bi
Cy 0.37 8.14 3,72
©2 0.34 9.69 4.23
© 0.08 9.81 4.03
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;_ L Surface Mass Balance: The general species mass balance at the
surface of the ablator includes convective flux to and away from
the surface (vai), diffusive flux to and away from the surface (Ji)
and surface generation by chemical reaction (wi). The species

mass balance is stated as follows:

+ +

1+“’1*J1'°"Ci +J, {5}

pvC

In the region where the rate of sublimation is significant, reaction
controlled or diffusion controlled surface chemical reactions will
not occur (Ref. B.6). Also diffusion will not be important when

the convective terms are large as is the case for the high heating

rates encountered during manned return from planetary missions. The
result is a porous char (solid carbon matrix) vaporizing into the

‘ gaseous species Cl. C2, and C3' Also flowing through this porous
matrix are the transpiring gases from the pyrolysis zone of the
ablator. 'The composition ot the pyrolysis gases was reported in

error in Ref. B.6 for a phenolic-nylon ablator and corrected values

are given in Table B,2. This table also inciudes a typical final
composition of the pyrolysis gases at the gurface after flowing
through and reacting with the char as computed by a finite rate
analysis, an extension of the work in Ref. B.7.

Combining the Hertz-Knudsen equation, Eq. B.4, with the surface
mass balance for these previously described conditions for i being
Cl, C2’ or CB’ the mass flux of these gaseous carbon species injected
into the shock layer is given by

M

‘. a, (1) (—-—‘-—]7 (P p.h (6]

pvC 27RT {,vap R

1
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Table B.2
Representative pyrolysis product composition of 40% (by weight)
Nylon - 60% (by weight) phenolic resin ablative composite
Composition of Pyrolysis Gases
Component (Mass Percent)
Decomposition Zone Ablator Surface
Hz 3.03 3.81
CHQ 3.87 0.08
C,H, 3.89 5.96
Czﬂ4 3.90 *
c2H6 0.65 *
CGH6 2.59 *
C6H50H 23.18 *
co 4,18 25,70
CO2 4,62 *
HZO 5.65 *
N2 4,96 : 4,96
CH3 , * 0.32
CH2 | * 3.10
02H * 11.80
H * 2,88
Carbon (solid) 39.48 42,11
Total 100,002 100.00%
Element Elemental Composition (mass percent)
c 73.03
H 7.29
N 4.96
0 14,72
Total 100,002

* Concentration is less than 0.01%.
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or in terms of the total pressure at the surface

M
+ 1 12 +
pvC, " = ay(1 =€) ['2'1?1'1"5] (Py vap = G4 TM/Mp) 7]

’

Equation B.7 can be solved for the mass fraction of the gaseous

carbon species Ci+ leaving the surface as:

C1+ =B P v+ BFP/M, ) (8]

where 1
Mi ]'2

B = a,l(l-e) [ZnRT (9]

Finally a total mass balance on carbon says that all carbon
coming to the surface as a solid leaves as a vapor.
3

C(s) = ¢ °1+ (10}
1=l

This does not include the possibility of erosion as a surface removal
mechanism, but erosion could be readily included if important.

Using Equations B.8, 9, and 10 and the data in Tables B.l and
B.2, the mass flux at the surface can be computed as a function
of surface temperature. Also the composition of Cl’ C2 and C3 in

the gases injected into the shock layer are determined.

Results of the Analysis

In Figure B.1l a comparison is shown between our calculations
suing the Hertz-Knudsen equation and the results from Bishop and
DiCristina (Ref. B.8) for a phenolic-carbon ablator. The porosity
used in the Hertz-Knudsen equation was 0.2 which was the value given

by Clayton et al. (Ref. B.9) for carbon-phenolic. The results
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reported by Bishop and DiCristina (Ref., B.8) were obtained from arc
jet experimental data for phenolic-carbon in the sublimation regime.
The theoretical predictions of the Hertz-Knudsen sublimation model
correspond quite well with the 2xperimental curve except for some
divergence at higher surface temperatures. Bighop and DiCristina
stated in their paper that their curve would break less sharply 1if
their surface temperature data had been corrected for the pyrometer
error due to "significant nose curvature over the specimen area'.
Taking this fact into account, excellent agreement between the
Hertz-Knudsen theoretical approach and the results from arc jet
experimental work would be obtained.

Also shown in Figure B.l are the results reported by Scala
and Gilbert (Ref. B.10). These results were obtained using an equili-
drium chemistry boundary layer analysis to predict the sublimation
rate of graphite. These results differ greatly from both the Hertz-
Knudsen predictions and the data of Bishop and DiCristina. The
difference could be due to the fact tha: Scala and Gilbert's analysis
assumed equilibrium between the graphite and the carbon vapor phase.
Applying the Hertz-Knudsen analysis for graphite ablation gave
esgentially the same results as for the phenolic carbon. In the
graphite analysis the porosity is zero, and there is no flow of
pyrolysis products. These two effects shift the curve in opposite
directions, and thus the graphite curve is essentially the same
as that for carbon-phenolic which would correspond to Scala and
Gilbert's results.

To demonstrate the difference that porosity can make on the

mass flux, the Hertz-Knudsen analysis was applied to a phenolic-

y e ———
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nylon ablator with a porosity of 0.8, Referring to Figure B.1,
increasing porosity has the effect of raising the surface tempera-
ture for a given mass flux,

In Figure B,2, the carbon epecies compositions for the phenolic~-

nylon ablator are given, and this shows that C, is the predominant

3
component that is obtained from the subliming char. This result
agrees with Palmer and Shelef (Ref. B,4) who report that C3 becomes

the primary constituent at these temperatures.

Conclusions

The Hertz-Knudsen analysis has been shown to accurately pre-
dict the sublimation rate from a charring ablator. Porosity was
shown to have a significant effect on the surface temperature - an
increase in porosity results in an increase in surface temperature.

The predominant carbon species in the vapor was C3 which agreed

with previous investigations.
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APPENDIX C
POLYNOMIAL COEFFICIENTS FOR THERMODYNAMIC PROPERTIES

The thermodynamic properties of heat capacity, C;, and enthalpy,
H.;., are discussed in Chapter 1V where it is stated that these vari-

ables are satisfactorily represented by a polynomial fit such as

Heat Capacity:

C°

> . 2 34 argd

R Al < AZT + A3T + A‘.T + AST
Enthalgx;

HY A,T A3T2 A4T3 AST" Ag

—— = A+ + + + -+ =2

RT 1172 3 A 5 T

The determination of these coefficients is discussed by Esch (Ref. C.1)
and are presented in Table C.1. For each species two ranges of tem-
perature were fit — 1000 -~ 7000°K and 5000°K - 18,000°K The overlapping

of the temperature ranges was necessary to overcome accuracy limita-

tions at the extremes of the fit.
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